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Dimensionality reduction provides a compact representation of an original high-dimensional data, which means the reduced data is free from any further processing and only the vital information is retained. For this reason, it is an invaluable preprocessing step before the application of many machine learning algorithms that perform poorly on high-dimensional data. In this thesis, the perceptron classification algorithm – an eager learner - is applied to three two-class datasets (Student, Weather and Ionosphere datasets). The k-Nearest Neighbors classification algorithm - a lazy learner - is also applied to the same two-class datasets. Each dataset is then reduced using fifteen different dimensionality reduction techniques. The perceptron and k-nearest neighbor classification algorithms are applied to each reduced set and the performance (evaluated using confusion matrix) of the dimensionality reduction techniques is compared on preserving the classification of a dataset by the k-nearest neighbors and perceptron classification algorithms. This investigation revealed that the dimensionality reduction techniques implemented in this thesis seem to perform much better at preserving K-Nearest Neighbor classification than they do at preserving the classification of the original datasets using the perceptron. In general, the dimensionality reduction techniques prove to be very efficient in preserving the classification of both the lazy and eager learners used for this investigation.
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[bookmark: _TOC_250041]CHAPTER ONE INTRODUCTION
1.1 [bookmark: _TOC_250040]Background of the Study

Data volumes and variety are increasing at an alarming rate making very tedious any attempt to glean useful information from these large data sets. Extracting or mining useful information and hidden patterns from the data is becoming more and more important but can be very challenging at the same time [1]. A lot of research done in domains like Biology, Astronomy, Engineering, Consumer Transactions and Agriculture, deal with extensive sets of observations daily. Traditional statistical techniques encounter some challenges in analyzing these datasets due to their large sizes. The biggest challenge is the number of variables (dimensions) associated with each observation. However, not all dimensions are required to understand the phenomenon under investigation in high-dimensional datasets; this means that reducing the dimension of the dataset can improve accuracy and efficiency of the analysis [2]. In other words, it is of great help if we can map a set of points, say n, in d-dimensional space into a p-dimensional space -where p << d-
so that the inherent properties of that set of points, such as their inter-point distances, their labels, etc., does not suffer great distortion. This process is known as Dimensionality reduction [3].
A lot of methods exist for reducing the dimensionality of data. There are two categories of these methods; in the first category, each attribute in the reduced dataset is a linear combination of the attributes of the original dataset. In the second category, the set of attributes in the reduced dataset is a subset of the set of attributes in the original dataset [4]. Techniques belonging to the first category include Random Projection (RP), Singular Value Decomposition (SVD), Principal Component Analysis (PCA), and so on; while techniques in the second category include but are not limited to the Combined Approach (CA), Direct Approach (DA), Variance Approach (Var),

 (
10
)
New Top-Down Approach (NTDn), New Bottom-Up Approach (NBUp), New Top-Down Approach (modified version) and New Bottom-Up Approach (modified version) [5].
Dimensionality reduction provides a compact representation of an original high-dimensional data, which means the reduced data is free from any further processing and only the vital information is retained, so it can be used with many machine learning algorithms that perform poorly on high- dimensional data [6]. Calculation of inter-point distances is essential for many machine learning tasks and when the dimensionality increases, it has been proved that "the distance of a sample point to the nearest point becomes very similar to the distance of the sample point to the most distant point", thereby deteriorating the performance of machine learning algorithms [7]. Therefore, dimensionality reduction is an invaluable preprocessing step before the application of many machine learning algorithms.
Machine learning is a scientific field in which computer systems can automatically and intelligently learn their computation and improve on it through experience [8], [9]. Machine learning algorithms are of two main types: supervised learning algorithms and unsupervised learning algorithms. These algorithms have been used in solving a lot of complex real-world problems [10], [11]. In unsupervised learning, the set of observations are categorized into groups (clusters) basing the categorization on the similarity between them. This categorization is otherwise known as clustering [8]. Many clustering algorithms exist, among which k-means clustering is the most famous for a large number of observations [12].
Unlike clustering, classification is a supervised learning method in which the corresponding label for any valid input is predicted based on a number of training examples referred to as "training set," [8], [12]. Classification algorithms can further be categorized into eager and lazy learners, and this investigation considers one from each category. Eager learning algorithms attempt to

construct a general rule or create a generalization during the training phase which can further be used in classifying unseen instances [13]. Example of eager learners includes decision trees, support vector machine, and the perceptron.
The perceptron, an eager learner, is one of the earliest and simplest of all classification algorithms invented by Rosenblatt [14], basically used for classifying each point of a data set into either a positive or a negative label (1 or -1, good or bad, hot or cold, man or woman, etc.) [15]. It is interesting to know that in its basic form, it is still as valid as when it was first published [16].
On the other hand, a lazy learner delays any generalization or model construction until it is presented with an unseen instance to be classified [17]. This idea of not conducting any processing until a lazy learner is presented with an unseen instance makes the learner to require a lot of space in memory for storing the whole of the training instances and processing them each time it is presented with a new unseen instance. Example of a lazy learner is the k-nearest neighbor classifier [18]. In this algorithm, the result/label of any given instance is predicted based on the label most common to its k nearest neighbors, k, in this case, is a user-defined positive integer, normally with a small value [15].

1.2 [bookmark: _TOC_250039]Problem Statement

In data classification, the corresponding label (class) for any valid input is predicted based on a number of training examples referred to as "training set”. This is achieved using a classifier model learning algorithm is applied to a training set made up of past examples having the same set of attributes with the unseen example [8], [12]. However, before starting the training, the label of each example in the "training set" is known [19].

To build a classifier model, an eager learner attempts to construct a general rule in the training phase which will subsequently be used in classifying unseen instances while a lazy learner delays the process until it is presented with an unseen instance [13]. The main disadvantage in eager learning is the long time which the learner takes in constructing the classification model but after the model is constructed, an eager learner is very fast in classifying unseen instances, while for a lazy learner, the disadvantage is the amount of space it consumes in memory and the time it takes during the classification [17]. This makes dimensionality reduction a very crucial preprocessing step because it facilitates classification, and compression of high-dimensional data and thus conserves memory and provides a compact representation of an original high-dimensional data [5].
Researches have been conducted on how dimensionality reduction techniques affect the performance of classifiers [20]–[22]. However, very little attention is given to the extent to which these reduction techniques facilitate and preserve classification. Therefore, this thesis attempts to advance the research by investigating the extent to which dimensionality reduction preserves the classification of weather dataset, student dataset and the ionosphere dataset obtained from "UCI machine learning repository", in order to fill the gap in literature and provide steps for further research in the area of machine learning.

1.3 [bookmark: _TOC_250038]Aim and Objectives

The aim of this research is to investigate the extent to which dimensionality reduction techniques preserve classification.

The objectives of the research are as follows:

1. Implementation of fifteen dimensionality reduction techniques and using these techniques to reduce the weather and student datasets, as well as the ionosphere dataset obtained from the UCI machine learning repository [23].
2. Implementation of the perceptron classification algorithm and using it to classify the data points of a two-class dataset. It shall also be applied to the datasets reduced from this two-class dataset using the techniques above, and comparisons will be made to determine the extent to which the reduction methods preserve the classification of the original dataset using the perceptron.
3. Implementation of the k-Nearest Neighbors classification algorithm and comparing the performance of the dimensionality reduction techniques on preserving the classification of a dataset by the k-nearest neighbors and perceptron classification algorithms.
4. Using confusion matrices to show the extent to which each dimensionality reduction method preserves classification of the original datasets and make comparisons with each other.

1.4 [bookmark: _TOC_250037]Scope and Limitations

This project is limited to showing the extent to which each of the dimensionality reduction methods implemented in this thesis preserves the classification of the original datasets by the perceptron and k-Nearest Neighbors classification algorithms. Accuracy will be used as the performance measure for showing the extent of the classification preservation, and this shall be obtained using confusion matrices.

1.5 [bookmark: _TOC_250036]Thesis Structure

This thesis consists of five chapters. Chapter 1 introduces dimensionality reduction and discusses its importance and applications to machine learning tasks. After presenting the problem to be addressed, the aim of the research is stated and the objectives are outlined.
Chapter 2 presents a review of literature related to dimensionality reduction and machine learning in general. Existing literature on single layer neural network is reviewed.
Chapter 3 describes the methodology used in this thesis. It discusses the methods in detail and explains how they are applied in achieving the objectives of the thesis. The results obtained from the methodology is presented and discussed fully in Chapter 4.
Chapter 5, which is the final chapter, provides a summary of the work and the results obtained in this thesis, concludes the research and also gives a possible recommendation for further research.

CHAPTER TWO

LITERATURE REVIEW
This chapter gives a review of literature related to dimensionality reduction, machine learning, and the application of dimensionality reduction in the machine learning domain with a bias towards the perceptron and K-Nearest Neighbors learning algorithms.

2.1 [bookmark: _TOC_250035]Dimensionality Reduction

Dimensionality reduction is defined as the mapping of high dimensional data to a low dimensional data, such that the result obtained by analyzing the reduced dataset is a good approximation of the result obtained by analyzing the original high dimensional data [24]. Due to the challenges faced in the analysis of the available large pool of data, there has been prevalence in emphasizing the robustness and importance of dimensionality reduction in literature.
The importance of dimensionality reduction is stressed in [25], where the authors proposed four novel dimensionality reduction techniques; New Top-Down, New Bottom-Up, Variance – New Top-Down Hybrid, and Variance – New Bottom-Up Hybrid approaches and used them alongside other existing techniques in reducing images. The authors observed that most of the approaches belonging to the first category (each attribute in the reduced dataset is a linear combination of the attributes of the original dataset) are inefficient in image preservation, while techniques belonging to the second category (the set of attributes in the reduced dataset is a subset of the set of attributes in the original dataset) are reasonably efficient in image preservation. After these observations, the authors proceeded by applying several queries on the reduced image to discover certain features of the original image. They observed that the features of the reduced image corresponds accurately to the attributes of the original image.

The authors of [1] identified some schemes used in reducing the number of features in high dimensional datasets to improve machine learning algorithms. The authors explained the concept of critical dimensions, which is the minimum number of features required for prediction (with high accuracy) in classification algorithms. They presented four dimensionality reduction schemes with their advantages and disadvantages. This provides researchers with the necessary information and direction when choosing a reduction scheme considering the dataset type.
In a recent study [5], the authors proposed a new approach to reducing the dimensionality of data. In this approach, for a reduction to m attributes from the original n attributes, m attributes are randomly selected from those n attributes to form the reduced dataset. This approach proved to be slightly better than some of the most popular dimensionality reduction techniques like Random Projection and Principal Component Analysis in the K-means Clustering preservation of the original datasets. Thus dimensionality reduction is a very fertile area of research and a strong tool for high-dimensional data preprocessing.
The authors in [26] proposed a biologically inspired (from the behavior of ants) dimensionality reduction method called Ant Colony Optimization-Selection algorithm. The authors used five microarray datasets which have a very high dimensionality to prove that the proposed algorithm selects more important genes from the high dimensional data based on some parameters with an excellent classification accuracy.

2.2 [bookmark: _TOC_250034]Machine Learning

Tom Mitchell in his classic book on machine learning says “The field of machine learning is concerned with the question of how to construct computer programs that automatically improve with experience” [9]. To put it simply, machine learning is a scientific field in which computer

systems can automatically and intelligently learn their computation and improve on it through experience and can be classified into supervised and unsupervised learning algorithms. Machine learning techniques have been and are still used in solving a lot of complex real world problems. There are a lot of classification techniques. since no classifier is considered strictly better than the others [27], the perceptron and K-Nearest Neighbor classifiers are chosen for the purpose of this research.
The perceptron is an Artificial Neural Network that mimics or tries to simulate the activities of the brain with regards to information processing [14]. To do this, we take a weighted sum of inputs and if the sum is greater than some threshold value, it sends an output of one otherwise it sends zero (or -1). The perceptron is made up of a summation processor which takes the dot product of the inputs and the weights and then an activation function also known as threshold, which uses one step function to determine the output of the perceptron [16].
A great work in the domain of machine learning can be seen in [28], where the authors proposed a single layer Artificial Neural Network for the purpose of classifying cancer patients using Chebyshev, Trigonometric and Legendre expansion techniques. The authors concluded that Discrete Cosine Transform feature reduction based Neural Network classifiers perform better than the other classifiers used for the purpose of the research.
Another classification algorithm is the K-Nearest Neighbor algorithm. In this algorithm, the principle is that, the label of any given instance is predicted based on the label most common to its k nearest neighbors [15]. In a study [29], the authors proposed a new method for attribute selection, which selects attributes that complement each other and then tested it on a real dataset. The authors used two classes from the dataset and found that the proposed technique selects subsets of attributes that yields a classification accuracy which is higher than the accuracy obtained by using

the entire set of attributes or even the subset of attributes identified by CART. The classification technique used for the purpose of the investigation is the K-Nearest Neighbor classification algorithm, and a confusion matrix is used to measure the overall accuracy of the classifier.

2.3 [bookmark: _TOC_250033]Dimensionality Reduction and Machine Learning

Applications of Different dimensionality reduction techniques and machine learning have been explored by several researchers. The authors in [30] used several dimensionality reduction techniques to reduce text documents and then used supervised classification techniques on the original and reduced datasets after which the authors compared the results and justified that dimensionality reduction is a very reliable and important preprocessing stage for improving computational efficiency particularly for k-nearest neighbor classification, which significantly improves the computational complexity after application of dimension reduction.
A major contribution was made by [31] where the authors proposed an approach for dimensionality reduction and compared the proposed method with other existing dimensionality reduction methods on visualization, clustering and classification tasks in terms of accuracy. The authors used rand index as a measure for evaluating the accuracy of some clustering algorithms including k- means clustering and spectral clustering.
The authors in [32] used random projection (a dimensionality reduction technique) to investigate the effect of dimensionality reduction on performance by applying several machine learning techniques including the k-nearest neighbor classification to obtain a classifier for the detection of malicious executable files.
In another study [4], the authors applied dimensionality reduction on an artificial dataset to show the extent to which ensemble clustering on the reduced dataset agrees with the clusters in the

original dataset. In other words, the authors provided an understanding on the extent to which dimensionality reduction preserves clustering.
The authors of [6] also proposed a dimensionality reduction method and applied the method to reduce a publicly available dataset to build classification models by some supervised learning methods and also provided justification on how dimensionality reduction improves accuracy of classifiers.
An analysis was conducted by [33] on a publicly available dataset called chronic kidney disease dataset, obtained from the UCI machine learning repository [23]. The authors used supervised learning algorithms including support vector machine and the perceptron for prediction of chronic kidney diseases and justified that the perceptron gives better classification accuracy.
Another great work on machine learning in the literature is [20] in which the authors conducted a research on medical datasets and used clustering and dimensionality reduction for finding and imputing of missing values in medical records
In a recent study, the authors of [34] evaluated and analyzed (using confusion matrices) the effectiveness of dimensionality reduction techniques in improving the accuracy of classification in predicting the success of surgical operations.
The authors of [35] analyzed and used classification algorithms to predict liver disease. The authors compared the classification algorithms based on accuracy and execution time, then justified that the perceptron has the best classifier accuracy among the algorithms under study considering the liver disorder dataset.

CHAPTER THREE

METHODOLOGY
This chapter gives a detailed description of all the algorithms used in achieving the aim and objectives of this thesis. MATLAB programming is used for the analysis and implementations in this thesis.

3.1 [bookmark: _TOC_250032]Dimensionality Reduction Techniques

This section gives a description of the dimensionality reduction techniques implemented in this thesis.

3.1.1 [bookmark: _TOC_250031]The New Random Approach

This is a technique suggested by [5]. With this technique, to reduce a data set D of dimensionality d to one of dimensionality k, a set Sk is formed consisting of k numbers selected at random from the set S shown in equation (3.1).
S = {x ϵ N | 1  x  d}	(3.1)

Then, our reduced set, DR, is shown in equation (3.2).

DR = D(:, Sk)	(3.2)

That is, DR is a data set having the same number of rows as D, and if Ai is the ith attribute of DR, then Ai will be the jth attribute of D if j is the ith element of Sk.
3.1.2 [bookmark: _TOC_250030]Modified New Random Approach

This technique is a modification of the new random approach proposed by [36]. To reduce a data set D of dimensionality p to one of dimensionality k, with this improved approach, a more efficient

method is utilized in generating the random numbers, i.e. the results are less random. The algorithm is given in Algorithm 3.1.
[image: ]

Algorithm 3.1: Modified New Random Approach

3.1.3 [bookmark: _TOC_250029]Singular Value Decomposition (SVD)

According to [37], SVD reduces a data set D (given as an n*p matrix) to a data set X (with dimensionality q) by computing the singular value decomposition of X, that is, it computes matrices U, S and V as shown in equation (3.3).
𝐷 = 𝑈𝑆𝑉𝑇	(3.3)

U is an n*n orthogonal matrix whose columns are the left singular vectors of X,

V is a p*p orthogonal matrix whose columns are right singular vectors of X, and

S is a n*p diagonal matrix whose diagonal elements which are the singular values of X.

Then the transformed matrix is computed using equation (3.4). Where 𝑈𝑞 is an n*q matrix whose columns are the unit vectors corresponding to the q largest left singular values of D . SVD can only work on square matrices.
X = 𝐷𝑇𝑈𝑞,	(3.4)

3.1.4 [bookmark: _TOC_250028]Principal Component Analysis (PCA)

PCA follows a similar approach to Singular Value Decomposition. As for SVD, to reduce a dataset,

D, using PCA:

We find the SVD of D (by decomposing it into three submatrices U, S and V) as given in equation (3.3). The transformed matrix is computed from equation (3.5) where 𝑉𝑞 is a 𝑉𝑞 is a p*q matrix whose columns are the unit vectors corresponding to the q largest right singular values of D [37].
X = 𝐷𝑇𝑉𝑞,	(3.5)

Note: Unlike SVD, PCA can be used to reduce any n x m matrix.

3.1.5 [bookmark: _TOC_250027]The Variance Approach

As explained by [38], With the Variance approach, to reduce a dataset D to a data set DR, we start with an empty set, I, and then add dimensions of D to this set in decreasing order of their variances. That means that a set I of r dimensions will contain the dimensions of top r variances.
Thus, let Ir = {i1, . . . , ir} ⊂ {1, . . . , n}, the collection of dimensions corresponding to the top r

variances. That is i1 denotes the dimension of largest variance, i2 the dimension of next larger

variance, etc. The reduced database, DR, in equation (3.6) is obtained by extracting the data corresponding to the selected dimensions.
DR = D(:, Ir)	(3.6)

Where DR has the same number of rows as D and r columns: the ith column of DR is the column of the original database with the ith largest variance .

3.1.6 [bookmark: _TOC_250026]The Combined Approach

According to [38], like the previous approach, the Combined Approach is one approach which reduces a dataset D to a subset of the original attribute set. To reduce a dataset Dnxp to a dataset containing k columns, the Combined Approach selects the combination of k attributes which best preserve the interpoint distances, and reduces the dataset to a dataset containing only those k attributes. To do so, it first determines the extent to which each attribute preserves the interpoint distances. In other words, for each attribute, x, in D, it computes gxm and gxM given by equation (3.7) and equation (3.8) respectively.

gxm = min{ ||


f ( u ) 


f ( v ) || 2

}	(3.7)


|| u  v || 2


gxM = max{ ||


f ( u ) 


f ( v ) || 2

}	(3.8)


|| u  v || 2

where u and v are any two rows of D, and f(u) and f(v) are the corresponding rows in the dataset reduced to the single attribute x. The average distance preservation for the attribute x is then computed using equation (3.9).
gxmid = (gxm + gxM)/2	(3.9)

To reduce the dataset D from p columns to k columns, this approach then finds the combination of

k attributes whose average value of gxmid is maximum .

3.1.7 [bookmark: _TOC_250025]The Direct Approach

The authors of [38] came up with the direct approach which is similar to the Combined Approach. According to the authors, to reduce a dataset Dnxp to a dataset containing k columns, the Direct Approach selects the combination of k attributes which best preserve the interpoint distances, and reduces the original dataset to a dataset containing only those k attributes. To do so, it first generates all possible combinations of k attributes from the original p attributes. Then, for each combination, C, it computes gcm and gcM given by equation (3.10) and equation (3.11) respectively.

gcm = min{ ||

f ( u )  f ( v ) || 2

}	(3.10)


|| u  v || 2



gcM = max{ ||


f ( u ) 


f ( v ) || 2


}	(3.11)


|| u  v || 2

Where u and v are any two rows of D, and f(u) and f(v) are the corresponding rows in the dataset reduced to the attributes in C. The average distance preservation for this combination of attributes is then computed using equation (3.12).
gcmid = (gcm + gcM)/2	(3.12)

As we can see, the difference between the Combined and Direct Approaches is that for the Combined Approach, we first find the average distance preservation for each attribute, and then, for any combination of attributes, we compute its average distance preservation by finding the averages of the distance preservations of the individual attributes. With the Direct Approach, on the other hand, to find the average distance preservation for any combination of attributes, C, we

reduce the original dataset directly to the dataset containing only the attributes in C, and then compute the average distance preservation for this combination using the formulas above

3.1.8 [bookmark: _TOC_250024]Random projection (RP)

With RP, a given dataset with d dimensions is projected onto a lower-dimensional subspace of k- dimensions using a random d*k matrix R whose columns have unit lengths [37].
For instance, assuming 𝐷𝑛∗𝑑 is the given dataset with d-dimensions, then the reduced k-

dimensional dataset, X, is obtained as shown in equation (3.13).


XnxkDnxd*Rd*k

(3.13)



3.1.9 [bookmark: _TOC_250023]Bottom-Up Approach

This approach, proposed by [24], works by selecting subsets of attributes increased by one attribute at a time. With this technique, assuming we want to reduce a data set of p dimensions to another data set of m dimensions, the process is started with a subset S1, containing a single attribute, say y, from the original data set, which best preserves k-means clustering. It then increases to S2, which contains a total of two attributes including y that best preserves k-means clustering. S2 is then increased to another subset S3 that contains three attributes (the two attributes of S2 and another attribute from the original dataset apart from the two attributes of S2) which best preserves k- means clustering. This process continues until 𝑆𝑚 (the subset that has the m attributes of the original dataset which best preserves k-means clustering) is obtained. The algorithm is shown in Algorithm 3.2.
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Algorithm 3.2: Bottom-Up Approach

3.1.10 [bookmark: _TOC_250022]Top-Down Approach

This approach is also suggested by [24], it follows almost the same process with the Bottom-up approach discussed above. However, instead of considering the subset of attributes increased by one attribute at a time, the Top-down approach considers the subset of attributes decreased by one attribute at a time. Assuming we want to reduce a data set with p dimensions to one with m dimensions, the Top-Down approach starts by reducing the original dataset to the subset of p-1 attributes which best preserves k-means clustering, then to the subset of p-2 attributes which best preserve k-means clustering. The procedure continues until the subset of m attributes that best preserve k-means clustering of the original data set is obtained. The algorithm is shown in Algorithm 3.3.

3.1.11 [bookmark: _TOC_250021]The New Top-Down Approach

This technique is proposed in [25], it is a modification of Top-Down approach. In this technique, assuming we want to reduce a data set with p dimensions to one with m dimensions, the process is started by a reduction to the subset of p-1 attributes which best preserves the interpoint distances (instead of k-means clustering as in Top-Down approach described above), then to the subset of p-2 attributes which best preserve interpoint distances, the process continues till the subset of m attributes that best preserve the interpoint distances of the original data set is obtained. The algorithm is shown in Algorithm 3.4.
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Algorithm 3.3: Top-Down Approach
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Algorithm 3.4: The New Top-Down Approach

3.1.12 [bookmark: _TOC_250020]The New Bottom- Approach
The New Bottom-Up approach is a modification of Bottom-Up approach [25]. In this approach, suppose we want to reduce a data set of p dimensions to another data set of m dimensions, the process is started with a subset S1, containing a single attribute, say y, from the original data set,

which best preserves the interpoint distances (instead of k-means clustering as in Bottom-Up approach described above), it then increases to S2, which contains a total of two attributes including y, that best preserves the interpoint distances. S2 is then increased to another subset S3 that contains three attributes (the two attributes of S2 and another attribute from the original dataset apart from the two attributes of S2) which best preserves the interpoint distances. This process continues until 𝑆𝑚 (the subset that has the m attributes of the original dataset which best preserves the interpoint distances) is obtained. The algorithm is shown in Algorithm 3.5.

3.1.13 [bookmark: _TOC_250019]First Novel Approach

Suppose we want to reduce a data set of d dimensions to another data set of y dimensions, the first novel approach finds the extent to which interpoint distances is preserved by each attribute, say x, in the original data set. To do so, 𝑔S𝑚 and 𝑔S𝑀 are computed as in equation (3.14) and equation (3.15).


𝑔S𝑀 = max{

||ƒ(𝑢)−ƒ(𝑣)||2
2	}	(3.14)
{||𝑢−𝑣||



𝑔S𝑚 = min{

||ƒ(𝑢)−ƒ(𝑣)||2
2	}	(3.15)
||𝑢−𝑣||


where

u = a row in the original dataset

v = another row in the original dataset

f(u) = the row in the reduced dataset corresponding to u from the original dataset
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Algorithm 3.5: The New Bottom-Up Approach

f(v) = the row in the reduced dataset corresponding to v in the original dataset The average of 𝑔S𝑚 and 𝑔S𝑀 is then computed using equation (3.16).

 (
S
)𝑔  𝑚i𝑑 =  (g𝑥𝑚+g𝑥𝑀)
2

(3.16)

Then to reduce a dataset from the original d dimensions to y dimensions, the y attributes with the largest 𝑔S𝑚i𝑑 value from the original dataset are selected.
3.1.14 [bookmark: _TOC_250018]Second Novel Approach

In this technique, just like the first novel approach, the interpoint distance preservation is computed. However, in this approach, for each attribute, x, 𝑎𝑑𝑝S (the actual extent to which it preserves the interpoint distances) is computed as in equation (3.17).


 (
∑
)𝑎𝑑𝑝 =


𝑛 u=1


𝑛
 (
∑
)𝑣=u+1

||f(u)−f(𝑣)||2
||u−𝑣||2


(3.17)

S	𝑛r

𝑘𝑟= number of pairs of rows in the original dataset. Formally represented as in equation (3.18).



 (
r
) (
r
)n  n C

 n ( n  1)
2


(3.18)


Then, to reduce a dataset from its original d dimensions to y dimensions, the y attributes with the largest 𝑎𝑑𝑝S value are selected.
3.1.15 [bookmark: _TOC_250017]Third Novel Approach

In this approach, to reduce a dataset from its original d dimensions to y dimensions, after computing the extent to which each attribute in the original dataset preserves k-means clustering, the y attributes which best preserve k-means clustering are selected.

3.2 [bookmark: _TOC_250016]Classification Techniques

This section gives a description of the classification techniques implemented for the purpose of this investigation.

3.2.1 [bookmark: _TOC_250015]The Perceptron

The perceptron [14], is a supervised learning algorithm used for classifying each point of a data set into either a positive or a negative label [15]. Basically, the perceptron takes a weighted sum of observations (real values) and if the sum is greater than some threshold value, it sends an output of one otherwise it sends zero (or -1) [16]. Unfortunately, in some cases, it takes a long time to train the perceptron because of the process of adjusting the weights until all observations are correctly classified. However, after training, the algorithm is very efficient in using the weights obtained for classification of unseen instances [39].
The perceptron is made up of a summation processor which takes the dot product of the inputs and the weights and then an activation function also known as threshold, which uses one step function (shown in equation (3.19)) to determine the output of the perceptron. Learning by the perceptron is completed when it happens that no error has occurred after an epoch (a complete pass through the training set) during the training phase [16]. When the training is complete, the perceptron will respond, for any input presented to it, with an output that is the same as the output of the observation used in the training phase.


( ( )

−1 if  w. 𝑥 < 0

f 𝑥 = {

1	if  w. 𝑥 ≥  0	(3.19)





The perceptron algorithm is depicted in Algorithm 3.6.
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Algorithm 3.6: The Perceptron

Algorithm 3.2.1 is implemented and a function called tclassify (of which the code is provided in the appendix) is implemented to test the perceptron after the training phase is completed. This is illustrated in example 3.1.
Example 3.1 Consider the dataset, D, given in the form of a matrix; the last column represents the class (label) of each observation (row).




 (
D =
)


In the first iteration, the weight vector is initialized as w = [1, 1]. Taking the dot product of the weight vector and the first input, x, which is (0, 1.8), gives a value greater than zero (1.8) and the label assigned to that input is a positive label (1), therefore, the input (0, 1.8) is correctly classified as positive.
The process is then continued by taking the dot product of the weight vector and the next input (-

.12, 1.4) which yields a positive value (0.2). This means that the input is incorrectly classified as having a positive label. It is given in the perceptron algorithm above that, for all inputs belonging to the negative class, if the dot product of the weight vector and that input is greater than zero (say
0.2 as in the case of the input (-1.2, 1.4) above), then, the weight vector, w, will be updated to w = w − 𝑥 , i.e.
w = (1, 1) – (-1.2, 1.4)

Which yields w= (2.2, 0.4). The updated weight vector is now taken as (2.2, 0.4) and if the dot product of the weight vector and the input (-1.2, 1.4) is taken then it will obviously correctly classify the input as negative. The process continues with the iteration through the loop (which in this case is five iterations) of the learning algorithm until the final weight vector, in this case (2.2, 1.2), which correctly classifies all given instances, is obtained. After the completion of this process,

training is said to be completed and the perceptron, built using the training set, can now be used to classify any similar previously unseen observation.

3.2.2 [bookmark: _TOC_250014]K-Nearest Neighbor

K-Nearest Neighbor is a supervised learning algorithm and also one of the simplest machine learning algorithms [24], [40] . In this classification technique, the result/label of any given instance is predicted based on the label most common to its k nearest neighbors. K in this case is a user-defined positive integer, normally with a small value [15]. Example 3.2 explains the concept of k-Nearest neighbor. The principle here is that, all observations that are close will have the same label.
K-Nearest Neighbor classifier measures the distance between the test data and each observation in the training set to determine the observations in the training set that are closest to the test data. For numerical data, which is the type of data used in this investigation, Euclidean distance is the most widely used distance metric. It performs relatively better than the cosine and Minkowsky distance metrics in K-Nearest Neighbor classification algorithm [41]. Therefore, Euclidean distance is considered the distance metric of choice for this investigation.
K-Nearest Neighbor is described by Algorithm 3.7 Note: k in algorithm 3.7 is user-defined.
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Algorithm 3.7: K-Nearest Neighbor

Example 3.2

In Figure 3.1, Suppose the boxes are considered to be data points belonging to a single class, say Box, the triangles belonging to another class, say triangle, and we want to predict, to which class (either box or triangle) the circle belongs. Assuming k is three (i.e. we are going to assign a class to the circle based on its 3 nearest neighbors) then, the circle will be classified as triangle because its closest neighbors in the inner circle are 2 triangles and 1 box.
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Figure 3.1 KNN example

Similarly, if k = 5 then it will be classified as a box because its 5 nearest neighbors are 3 boxes and 2 triangles inside the outer circle.

3.3 [bookmark: _TOC_250013]Datasets

A lot of research, especially research in the domain of data mining, machine learning, and artificial intelligence, is conducted using online datasets, extracts from online datasets and some using artificial datasets, which is a common practice in the domain of machine learning [1], [5], [13], [24], [33], [42], [43]. To achieve the objectives of this investigation, three datasets are used, namely, Student dataset, Weather dataset, and Ionosphere dataset. The three datasets have different characteristics but the values are all numeric.

3.3.1 [bookmark: _TOC_250012]Ionosphere Dataset

The Ionosphere dataset is a publicly available dataset obtained online from the “UCI machine learning repository”. The observations are categorized into two classes, either “Good” or “Bad”. The original ionosphere dataset contains 34 attributes and 351 observations. For this investigation, due to the time it takes to train the perceptron, 100 different observations are selected at random from the original ionosphere dataset, with almost a ratio of 50:50 for Good and Bad labels. The labels are renamed as 1 and -1 (for Good and Bad respectively) for use with the perceptron, and renamed to 1 and 2 (for Good and Bad respectively) for use with the K-Nearest Neighbor classifier.
The observations are split in the ratio of 70:30 for training and testing sets respectively, in both the perceptron and K-Nearest Neighbors. The training set contains 36 good examples and 34 bad examples while the test set contains 18 good examples and 12 bad examples.

3.3.2 [bookmark: _TOC_250011]Student Dataset

The student dataset is a dataset (obtained from MATLAB and modified) that models the score/ exam grades of students and classify them as either brilliant or dull, for this study, the classes are renamed to 1 for brilliant and -1 for dull. The dataset contains the scores of 32 students and 15 attributes or courses. 20 observations are used for training and 12 are used for testing in both the perceptron and K-Nearest Neighbors classification algorithms.

3.3.3 [bookmark: _TOC_250010]Weather Dataset

The weather dataset is an artificial dataset presumed to be the weather readings of Yola town in Adamawa state, Nigeria. It contains weather readings for 50 months, and each month is considered to have 30 days, i.e. the dataset has 50 observations and 30 attributes. Each observation is classified as either Cold or Warm (1 or -1 respectively). 35 observations are used for training and 15 for testing in both the perceptron and K-Nearest Neighbors.

3.4 [bookmark: _TOC_250009]Confusion Matrix

A confusion matrix is a table containing the description of the actual and predicted classifications performed by a classifier. It is a widely used and effective metric for evaluating the performance of classifiers [29]. The data contained in the matrix is used in evaluating the performance of classifiers [44]. In the context of this study, the four parameters that constitute a confusion matrix has the following meaning:
a is the number of negative observations correctly predicted as negative b is the number of positive observations predicted as negative
c is the number of negative observations predicted as positive and

d is the number of positive observations correctly predicted as positive.

Table 3.4 is commonly used to show the confusion matrix of a classifier model having two classes.

According to [45], some of the evaluation measures that can be obtained from the confusion matrix include:
Accuracy (AC): this is a measure of the number of correct predictions made by the classifier and


is given by


𝐴𝐶 =	𝑎 + 𝑑
𝑎 + 𝑏 + 𝑐 + 𝑑
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Table 3.1: confusion Matrix

True Positive rate (TP)/recall: This is a measure of positive instances correctly classified as


positive and can be calculated as:


𝑇𝑃 =	𝑑
𝑐 + 𝑑

True Negative rate (TN): This is a measure of negative instances correctly predicted as negative


and can be calculated as:


𝑇𝑁 =	𝑎
𝑎 + 𝑏


False Positive rate (FP): This is a measure of negative instances incorrectly predicted as positive


and can be calculated as:


𝐹𝑃 =	𝑏
𝑎 + 𝑏


False Negative rate (FN): This is a measure of positive instances incorrectly predicted as positive


and can be calculated as:


𝐹𝑁 =	𝑐
𝑐 + 𝑑


Precision (P): This is a measure of correctly classified positive instances and can be calculated as:

𝑃 =	𝑑
𝑏 + 𝑑

In this investigation, after partitioning a dataset, D, into training and test sets, a perceptron is built on the training set, and the weight vector obtained from the training phase is then used to classify the data points of the test set and the result of the classification is stored as Result1. The original dataset, D, is then reduced to various numbers of attributes (the number of reduced sets depends on the dataset used) using each of the fifteen dimensionality reduction techniques described above. A perceptron is also built for each of the reduced datasets (using the same size of training and test sets as in the original dataset, D) and then the weight vector obtained during the training phase of

each of the reduced set is used to classify the data points of the corresponding test set. The result of the classification is then saved as Result2.
A confusion matrix is then used for the comparison of Result1 and Result2 to see the extent to which dimensionality reduction techniques preserve classification using the perceptron, considering the predicted labels of the original data set, D, as the basis for the evaluation.
As regards to K-Nearest Neighbors classification, all the labels of the negative classes (-1) from the original datasets are renamed to a class label “2”, where 2 in the ionosphere dataset represents the class “bad”, in students dataset it means “dull” and in weather dataset it means “warm”. As it was done with the perceptron above, after obtaining the result of the classification from the original test set, each dataset is also reduced using each of the dimensionality reduction techniques above and results of classifying the reduced test sets are compared with the result of the original test set to see the extent to which the techniques preserve classification using K-Nearest Neighbors, taking the predicted labels of the original dataset as the basis for evaluation

[bookmark: _TOC_250008]CHAPTER FOUR RESULTS AND DISCUSSION
[bookmark: _TOC_250007]4.1. The Perceptron Preservation

In this section, the results of the comparison amongst dimensionality reduction techniques (explained in chapter three of this thesis) for the perceptron classification preservation of the weather, student and ionosphere datasets are presented. To achieve these results, the training set in each of the three datasets for both the original and reduced datasets is used in training the perceptron, the weight vector obtained from the training phase is then used in classifying the test sets of both the original and reduced datasets. The obtained results are shown in tables 4.1, 4.2 and 4.3.
Table 4.1: Comparing the reduction techniques for the perceptron classification preservation using the weather data set.

	Reduction Techniques
	18 Attributes
	21 Attributes
	24 Attributes
	27 Attributes

	Variance
	80%
	86.7%
	86.7%
	86.7%

	Novel approach 3
	93%
	86.7%
	86.7%
	86.7%

	Novel approach 2
	86.7%
	80%
	86.7%
	93%

	Novel approach 1
	86.7%
	93%
	86.7%
	93%

	New bottom-up approach modified
	86.7%
	86.7%
	86.7%
	93%

	New top-down approach modified
	93%
	100%
	93%
	93%

	New bottom-up approach
	80%
	80%
	86.7%
	93%

	New top-down approach
	93%
	93%
	86.7%
	100%

	Principal component analysis
	100%
	100%
	100%
	100%

	Direct approach
	93%
	93%
	86.7%
	100%

	Combined approach
	80%
	86.7%
	80%
	100%

	Modified New random approach
	86.7%
	93%
	86.7%
	100%

	New Random approach
	93%
	86.7%
	86.7%
	93%

	Random projection
	80%
	80%
	86.7%
	86.7%



Table 4.2: Comparing the reduction techniques for the perceptron classification preservation using the student data set.

	Reduction Techniques
	12 Attributes
	13 Attributes
	14 Attributes

	Variance
	83.3%
	91.7%
	91.7%

	Novel approach 3
	100%
	100%
	91.7%

	Novel approach 2
	83.3%
	83.3%
	91.7%

	Novel approach 1
	83.3%
	83.3%
	83.3%

	New bottom-up approach modified
	83.3%
	83.3%
	66.7%

	New top-down approach modified
	83.3%
	83.3%
	91.7%

	New bottom-up approach
	83.3%
	83.3%
	83.3%

	New top-down approach
	75%
	66.7%
	58.3%

	Principal component analysis
	58.3%
	66.7%
	83.3%

	Direct approach
	58.3%
	83.3%
	83.3%

	Combined approach
	83.3%
	83.3%
	83.3%

	Modified New random approach
	83.3%
	83.3%
	91.7%

	New Random approach
	75%
	83.3%
	83.3%

	Random projection
	91.7%
	91.7%
	75%




Table 4.3: Comparing the reduction techniques for the perceptron classification preservation using the ionosphere data set.

	Reduction Techniques
	26 Attributes
	28 Attributes
	30 Attributes
	32 Attributes

	Variance
	90%
	83%
	90%
	90%

	Novel approach 3
	93%
	93%
	96.7%
	96.7%

	Novel approach 2
	90%
	93%
	96.7%
	100%

	Novel approach 1
	83%
	93%
	96.7%
	96.7%

	New bottom-up approach modified
	90%
	93%
	96.7%
	100%

	
New top-down approach modified
	
83%
	
83%
	
96.7%
	
93%

	
New bottom-up approach
	
93%
	
93%
	
96.7%
	
96.7%

	New top-down approach
	73%
	90%
	96.7%
	90%

	Principal component analysis
	93%
	96.7%
	86.7%
	96.7%

	Direct approach
	83%
	90%
	96.7%
	93%

	Combined approach
	80%
	83%
	96.7%
	96.7%

	Modified New random approach
	90%
	90%
	90%
	100%

	New Random approach
	96.7%
	86.7%
	90%
	93%

	Random projection
	86.7%
	86.7%
	90%
	96.7%



The results displayed above imply that, for a reduction of a dataset with p attributes to a dataset with q attributes, where q<<p, the first, second and the third novel approaches perform better than all the other techniques in preserving the perceptron classification. The confusion matrices below show the extent to which each dimensionality reduction method preserves the classification of the original datasets. As it is obviously noticed from [24], the most reliable measure for studying the extent of classification preservation is accuracy (as explained above, accuracy is a measure of the
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Figure 4.1 Confusion matrix showing the extent to which the perceptron classification is preserved by a reduction of weather data set from 30 to 18 attributes using direct approach.
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Figure 4.2 Confusion matrix showing the extent to which the perceptron classification is preserved by a reduction of weather data set from 30 to 18 attributes using new bottom up approach.
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Figure 4.3 Confusion matrix showing the extent to which the perceptron classification is preserved by a reduction of weather data set from 30 to 18 attributes using random approach.
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Figure 4.4 Confusion matrix showing the extent to which the perceptron classification is preserved by a reduction of weather data set from 30 to 18 attributes using third novel, new top down, modified new top down and random approaches.
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Figure 4.5 Confusion matrix showing the extent to which the perceptron classification is preserved by a reduction of weather data set from 30 to 27 attributes using new top down, PCA, combined, direct and new random approaches.
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Figure 4.6 Confusion matrix showing the extent to which the perceptron classification is preserved by a reduction of ionosphere data set from 30 to 26 attributes using random approach.
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[image: ]Figure 4.7 Confusion matrix showing the extent to which the perceptron classification is preserved by a reduction of ionosphere data set from 30 to 26 attributes using variance approach.
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Figure 4.8 Confusion matrix showing the extent to which the perceptron classification is preserved by a reduction of ionosphere data set from 30 to 26 attributes using PCA
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[image: ]Figure 4.9 Confusion matrix showing the extent to which the perceptron classification is preserved by a reduction of ionosphere data set from 30 to 26 attributes using new bottom up.
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Figure 4.10 Confusion matrix showing the extent to which the perceptron classification is preserved by a reduction of ionosphere data set from 30 to 26 attributes using second novel approach.

number of correct predictions made by the classifier). Due to constriction of space, confusion matrices for the rest of the reductions will not be shown here, but the summary of the results can be looked up from the tables.
In the confusion matrices presented in this thesis, the first two diagonal cells of the 3 X 3 matrix represents the number and percentage of correctly classified instances and the third shows the overall correctly classified instances. For example, in Figure 4.1.10 above, 16 instances are correctly predicted as positive which corresponds to 53.3% of all 30 instances of the test data. Likewise, 11 of the negative instances are correctly classified as negative which represents 36.7% of the data.
One tuple from the negative instances is incorrectly predicted as positive, which represents 3.3% of the whole test instances. 2 positive instances are incorrectly classified as negative, this corresponds to 6.7% of the whole data. 94.1% of the 17 positive predictions are correct while 5.9% are wrong. Similarly, 84.6% of the 13 negative predictions are correct while 15.4% are wrong. Out of 18 positive cases, 88.9% are correctly predicted as positive while 11.1% are predicted as negative. 91.7% of the 12 negative instances are correctly predicted as negative and 8.3 % are classified as positive. As for the overall accuracy, 90% of the predictions are correct while 10% are wrong. Until otherwise specified, the same explanation, as above, applies for all the confusion matrices in this thesis.
As seen from tables 4.1, 4.2 and 4.3, on average, for a reduction to the least number of attributes (shown above) in the three datasets, the second and third novel approaches best preserve the perceptron classification while the new top down approach least preserves the classification of the original data sets using the perceptron. The rest of the techniques are approximately as good as

each other in preserving the classification of the original data sets using the perceptron classification.

[bookmark: _TOC_250006]4.2 K-Nearest Neighbor Classification Preservation

The results of the comparison amongst dimensionality reduction techniques explained in chapter three of this thesis-for K-Nearest Neighbor classification preservation of the weather, student and ionosphere datasets- are presented. To achieve these results, the training set in all the three data sets for both the original and reduced data sets is used in training the K-Nearest Neighbor classifier, each observation in the test sets of the respective training sets will be assigned a label that is most common amongst its k nearest neighbors. A confusion matrix is then used to show the accuracy of the classification for each of the three data sets reduced to m (the number of attributes a particular data set is reduced to, e.g. from 30 to 18, 21, 24 and 27 attributes for weather data set) attributes. The obtained results are shown in tables 4.3, 4.4 and 4.5.
The results in tables 4.3, 4.4 and 4.5 show that, on average, almost all the DR techniques yielded excellent results in preserving the classification of the original data set. Random projection is the reduction technique with the least accuracy in preserving K-Nearest Neighbor classification. This means all the other techniques performed relatively better than Random projection in the preservation of K-Nearest Neighbor classification.

Table 4.4: Comparing the reduction techniques for K-Nearest Neighbor classification preservation using the weather data set

	Reduction Techniques
	18
Attributes
	21
Attributes
	24
Attributes
	27
Attributes

	Variance
	100%
	100%
	100%
	100%

	Novel approach 3
	100%
	100%
	100%
	100%

	Novel approach 2
	100%
	100%
	100%
	100%

	Novel approach 1
	100%
	100%
	100%
	100%

	New	bottom-up	approach
	100%
	100%
	100%
	100%




modified
New	top-down	approach


100%	100%	100%	100%


	modified
	

	New bottom-up approach
	100%
	100%
	100%
	100%

	New top-down approach
	100%
	100%
	100%
	100%

	Principal component analysis
	100%
	100%
	100%
	100%

	Direct approach
	100%
	100%
	100%
	100%

	Combined approach
	100%
	100%
	100%
	100%

	New random approach
	100%
	100%
	100%
	100%

	Random approach
	100%
	100%
	100%
	100%

	Random projection
	100%
	100%
	100%
	100%



Table 4.5: Comparing the reduction techniques for K-Nearest Neighbor classification preservation using the student data set

	Reduction Techniques
	12 Attributes
	13 Attributes
	14 Attributes

	Variance
	100%
	100%
	100%

	Novel approach 3
	100%
	100%
	100%

	Novel approach 2
	100%
	100%
	100%

	Novel approach 1
	100%
	100%
	100%

	New bottom-up approach modified
	100%
	100%
	100%

	New top-down approach modified
	100%
	100%
	100%

	New bottom-up approach
	100%
	100%
	100%

	New top-down approach
	100%
	100%
	100%

	Principal component analysis
	100%
	100%
	100%

	Direct approach
	100%
	100%
	100%

	Combined approach
	100%
	100%
	100%

	New random approach
	100%
	100%
	100%

	Random approach
	100%
	100%
	100%

	Random projection
	100%
	100%
	100%



Table 4.6: Comparing the reduction techniques for K-Nearest Neighbor classification preservation using the ionosphere data set

	Reduction Techniques
	26
Attributes
	28 Attributes
	30 Attributes
	32 Attributes

	Variance
	100%
	100%
	100%
	100%

	Novel approach 3
	100%
	100%
	100%
	100%

	Novel approach 2
	100%
	100%
	96.7%
	100%

	Novel approach 1
	100%
	100%
	100%
	100%

	New bottom-up approach
	100%
	100%
	100%
	100%

	modified
New top-down approach
	
100%
	
100%
	
100%
	
100%

	modified
New bottom-up approach
	
100%
	
100%
	
96.7%
	
100%

	New top-down approach
	96.7%
	96.7%
	100%
	100%

	Principal component analysis
	100%
	100%
	100%
	100%

	Direct approach
	100%
	100%
	100%
	100%

	Combined approach
	100%
	100%
	100%
	100%

	Modified New random
	96.7%
	96.7%
	96.7%
	100%

	approach
New Random approach
	
100%
	
100%
	
100%
	
100%

	Random projection
	93%
	93%
	96.7%
	96.7%
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Figure 4.11 Confusion matrix showing the extent to which K-Nearest Neighbor classification is preserved by a reduction of weather data set from 30 to 26 attributes using PCA
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Figure 4.12 Confusion matrix showing the extent to which K-Nearest Neighbor classification is preserved by a reduction of ionosphere data set from 34 to 30 attributes using second novel approach.
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)Figure 4.13 Confusion matrix showing the extent to which K-Nearest Neighbor classification is preserved by a reduction of ionosphere data set from 34 to 26, 28 and 30 attributes using new random approach.
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Figure 4.14 Confusion matrix showing the extent to which K-Nearest Neighbor classification is preserved by a reduction of ionosphere data set from 34 to 26 and 28 attributes using new random projection.
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Figure 4.15 Confusion matrix showing the extent to which K-Nearest Neighbor classification is preserved by a reduction of ionosphere data set from 34 to 30and 32 attributes using new random projection.



On this regard, all the dimensionality reduction techniques seem to perform much better at preserving K-Nearest Neighbor classification than they do at preserving the classification of the original datasets using the perceptron. In general, the dimensionality reduction techniques implemented in this thesis prove to be very efficient in preserving the classification of both the lazy and eager learners used for this investigation.

CHAPTER FIVE

SUMMARY, CONCLUSION AND RECOMMENDATION

5.1 [bookmark: _TOC_250005]Summary

In this thesis, we started by pointing out the challenges faced in the extraction of useful information from available large pool of data which increases at an alarming rate. Dimensionality reduction was introduced as a method that provides a compact representation of an original high-dimensional data, thus making it a very powerful tool and also an invaluable preprocessing step in facilitating the application of many machine learning algorithms.
After that, a review was done on literature related to the subject of this thesis. As pointed out, in the review of related work, dimensionality reduction has been applied to several domains, including machine learning. The methodology used in achieving the objectives of this research was then explained in detail. This includes detailed explanation of the methods involved; fifteen dimensionality reduction techniques, two classification algorithms (the perceptron and K-Nearest Neighbors) and the confusion matrix. The results of the achieved objectives, which were presented in the fourth chapter, revealed the extent to which dimensionality reduction techniques preserve the perceptron and K-Nearest Neighbor classification.
Next, the confusion matrix was used to show the extent to which these fifteen dimensionality reduction techniques – compared against each other - preserve the perceptron and k-nearest neighbor classification.

5.2 [bookmark: _TOC_250004]Conclusion

The aim of this thesis as stated in chapter 1 is to investigate the extent to which dimensionality reduction techniques preserve classification. This investigation revealed that the dimensionality

reduction techniques implemented in this thesis seem to perform much better at preserving K- Nearest Neighbor classification than they do at preserving the classification of the original datasets using the perceptron. In general, the dimensionality reduction techniques prove to be very efficient in preserving the classification of both the lazy and eager learners used for this investigation.

5.3 [bookmark: _TOC_250003]Recommendation

It would be interesting and worth investigating the classification preservation of dimensionality reduction methods on more sophisticated classifiers like the support vector machine and decision trees.
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Weather Dataset
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MATLAB Codes


Variance approach
M3 = load('ionosphere.txt') V = var(M3)

[r, n] = size(M3) k = 32;
l = [];
l2 = []; t = 0;
while t < k
max = 0;

for i = 1 : n
x = V(i);
if (x > max) && not(ismember(i,l2)) max = x;
p = i;
end
end



end l2 l

l = [l, max]
l2 = [l2, p] t = t + 1

ls = sort(l2) DR = M3(:,ls)

Singular Value Decomposition
q = 4;
D = load('D.txt')
[U, S, V] = svd(D);
DR = D'* U(:,1:q)

Random Projection
D = load('ionosphere.txt') R1 = round(1000*rand(34,32)); for j = 1 : 34,
for k = 1 : 32,
if (R1(j, k) >= 0) && (R1(j, k) < 666) R(j, k) = 0;
elseif (R1(j, k) >= 666) && (R1(j, k) < 833) R(j, k) = -1;
else
R(j, k) = 1;



end;

end; end;

DR = D * R

New Random Approach
D = load('ionosphere.txt')
%R1 = round(30*rand(1,18)) x = []
y = 0
while y < 32
r = round(34*rand(1)) s = ismember (r,x)
if (s == 0)




end end

x = [x r] y = y + 1

l = sort(x) DR = D (:, l)

PCA
q = 32;
D = load('ionosphere.txt') [U, S, V] = svd(D)
DR = D * V(:,1:q)

Modified New Top-Down
D = load('ionosphere.txt'); D = D(:,[1:8]);
[r,c] = size(D);
AML = [];
p = 7;
t = c;
Lx = [1:t];
while t > p,

t1 = t - 1;
LC = Combinations(Lx, t1);

for i = 1 : t, L = LC(i,:);
Di = (D(:, L));
AMi = dist_preserve(D, Di) AML = [AML, AMi];
end;
M = max(AML) i = 1;
while AML(i) < M i = i + 1;

end;
L = LC(i,:);
t = t1;
AML = [];
Lx = L
end; L
L = sort(L) D = D(:, L)

New Top-Down
D = load('ionosphere.txt'); D = D(:,[26:30]);
[r,c] = size(D);

D1 = kmeans1(D);

AML = [];
p = 4;
t = c;
Lx = [1:t];
while t > p,

t1 = t - 1;
LC = Combinations(Lx, t1);

for i = 1 : t, L = LC(i,:);
Di = kmeans1(D(:, L)); AMi = testkmeans1(D1, Di) AML = [AML, AMi];
end;
M = max(AML) i = 1;
while AML(i) < M i = i + 1;
end;
L = LC(i,:);
t = t1;
AML = [];
Lx = L
end;

L
L = sort(L) D = D(:, L)

Third Novel Approach
D = load('ionosphere.txt')
%D = D(:,1:20)

k = 26;
[r,c] = size(D); D1 = kmeans1(D) AML = [];
for i = 1 : c,
Di = kmeans1(D(:,i))
AMi = testkmeans1(D1, Di) AML = [AML, AMi];
end; AML
l = selectbestk(AML, k) Dr = D(:,l)


Second Novel Approach


D1 = load('ionosphere.txt') D = D1(:,1:5)
k = 4;
[r,c] = size(D);

dp = []
for i = 1:c,
Di = D(:,i);
adpi = dist_preserve(D,Di); dp = [dp, adpi];
end; dp
l = selectbestk(dp, k) Dr = D(:,l)
First Novel Approach
D = load('ionosphere.txt') k = 32;
[r,c] = size(D) gmid = [];

for i = 1 : c;
Di = D(:,i);
gmidi = computegG(D, Di); gmid = [gmid, gmidi]
end; gmid
l = selectbestk(gmid, k) Dr = D(:,l)

Modified New Random Approach
D = load('testing.txt') x = []
y = 0

while y < 4
z = ceil(6*rand(1)) s = ismember (z,x)
if (s == 0)
x = [x z] y = y + 1
end
end
l = sort(x) DR = D (:, l)

Direct Approach
drnewx2;

[r,c] = size(M3x); i = 1; found = 0;
while (i <= r) && not(found) if M3x(i,k3) ~= Md
i = i + 1;



end

else end


found = true;


l = M3x(i,1:k)
DR = D(:,l)


Combined Approach
drnewx2;

[r,c] = size(M2x); i = 1; found = 0;
while (i <= r) && not(found) if M2x(i,k3) ~= Mc
i = i + 1;



end

else end


found = true;


l = M2x(i,1:k)

DR = D(:,l)

The Perceptron
tstart=tic;
D = load('DRrp.txt')

[r,c] = size(D)
D1 = D(:,1:c-1)
w = ones(1,c-1) changes = 1

while changes == 1 changes = 0 for i = 1:r
if D(i,c) == 1 x = D1(i,:)
s = dot(w,x) if s<=0
w = w + x changes = 1



end


end

end

for i = 1:r
if D(i,c) == -1
x = D1(i,:)
s = dot(w,x) if s>0
w = w - x changes = 1



end w



end


end

end

tElapsed=toc(tstart)

tclassify
w = [-6,1,11.0591900000000,9.57016000000001,-
0.325250000000002,10.2327600000000,-8.25832000000000,-
0.715139999999995,15.2152000000000,-4.12394000000001,-1.27723000000000,-
2.13797000000000,-
2.28207000000000,0.598960000000001,1.55706000000000,2.17638000000000,2.976310
00000000,-2.74741000000000,-3.56819000000000,-
12.0506900000000,10.6959900000000,9.12442000000001,-
6.86902000000001,10.5148299999999,-22.7577300000000,-
4.55862000000000,13.1937300000000,-2.35142000000000,17.0259400000000,-
0.208099999999990,-12.2587500000000,3.24763000000000]
Res = []
D = load('drnbup32.txt')
%D = D(:,1:15)
%R = Dx(:,16)
for i = 71 : 100 x = D(i, :);
s = dot(w, x); if s > 0

else end;

t = 1

t = -1

Res = [Res, t];
end

K-Nearest Neighbor
D1 = load('ionosphereknn.txt')
%D1 = D1(:,[1,2,4,7,8,9,11]);
U = load('ionosphere.txt') D2 = U(71:100,:)
%D2 = D2(:,[1,2,4,7,8,9]);

D3 = []; k = 5;
cl = 2;
[r1, c1] = size(D1);
[r2, c2] = size(D2);
R = zeros(1,cl);
r3 = r2;
for i = 1 : r2, L = [];
X = D2(1,:);
for j = 1 : r1, c = c1 - 1;
Y = D1(j, 1 : c);
S = sum((X - Y).^2);
L = [L; [S j]];
end;
L = sort3(L, 1)

for q = 1 : k,
z = L(q, 2);
m = D1(z, c1);
R(m)= R(m) + 1;
end;
M = max(R);
for p = 1 : cl, if R(p) == M
class = p;
end;

end;






end D1 D2

D3 = [D3; [X,class]];
D2 = D2(2:r3, :); r3 = r3 - 1;
R = zeros(1,cl);
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3. Find the s slemsest of AML, 3 ths indx,th stribute of D whish bastprsserves

©p,veprasets the extent to which the ih atibite of D

hesep ¢ combinations.
(&) Redafine 41 to be the st contanin p - £ valuessuch that AML() represents the extent o

i th i

cbination of atrbutes in LC preserves kameans custering (b the Rand index)
() Find e mximnn valie of ML, 3nd ths the combisation, Z,of stributes o D (in LC) that

st praserves kmeans clistaring (by the Rand inde)

(@ Tncresse £y 1, 35 edfine Lo o b the lst of atbutes in L
End while

6. Tha vasult, D, i given by: Dr = DC: Lo)
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