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ABSTRACT

It is often necessary to keep inventory in order to meet with fluctuations in demand and also to avoid shortages that might lead to loss of goodwill. Thus, most companies, to absorb certain fluctuations in demand strictly adhere to safety stock control. This approach could be the deterministic inventory which assumes that demand is known with certainty. The deterministic inventory model which reviews when to place an order or produce more goods was applied to a foam industry in this work. Empirical evidence therefore reveals that keeping inventory is an integral part of production and hence, production cannot be said to be completed until goods produced are bought by the final consumer.

CHAPTER ONE

1.0 INTRODUCTION: AN OVERVIEW OF INVENTORY THEORY

In most manufacturing process, production systems, the financial services industry, the economy, agriculture, it is a known fact that they maintain stock of goods and services for future sale or use. The practice of stocking goods for future use or sale is known as inventory. It is a well known feature particularly with retailers, wholesalers and manufacturing companies. It is possible that the hotel manager will always make sure that a sizeable quantity of meat and fish is available in the freezer for use any time guests arrive. Inventory theory is therefore concerned with mathematical and analytic techniques that help in making policy as to when to replenish the stock of goods available and in what quantity. In small firms, it is possible for the manager to keep track of inventory and make decisions. However, since this may not be feasible even in small firms, many companies have saved huge sums of money by using scientific inventory management. These scientific inventory management in particular are:

Formulate a mathematical model describing the behavior of the inventory system.

Derive an optimal inventory policy with respect to the model formulated.

Frequently use a computer system to maintain a record of the inventory level and to signal when and how much to replenish.

The maintenance of an optimal inventory policy occupies a significant slot in management policy decisions in many real life business situations this day. This is so because of the significant impact in the company, which a loss of goodwill engendered by a faulty inventory policy could have in terms of drop in patronage, revenue and customers loyalty.

The study of inventory enables us to formulate an optimal inventory policy which specifies:

The order or manufacturing quantity.

The time interval between one order and the next one.

The total minimum inventory cost.

The model formulation and the optimal inventory policy is done in such a way that (1) and (2) above gives us a minimum inventory cost which results in increased net income.

1.1 DETERMINISTIC INVENTORY MODELS

There are different models that exist in inventory problems. The type of model and its mathematical formulation is determined by the nature of demand and the lead time which is the time between when an order is placed and when it arrives.

These types of inventory models are concerned with inventory problems whereby the actual demand in the future is assumed to be known; we shall assume that the lead time for this models is instantaneous i.e. when an order is placed it arrives immediately. Demand, however, is usually of two types:

Random demand which is more common in practical situations. Demand in this case is uncertain but its behavior can still be likened to a certain pattern, also called as probability distributions such as normal, binomial etc. These models that operate with the assumption of random demand are known as stochastic inventory models.

Constant or known Demand.

1.2 PURPOSE OF THE STUDY

One major problem of most business organization is the determination of sufficient level of stocks of raw materials and other goods. To resolve this problem, management should adopt the techniques provided by inventory theory. The purpose of this study is to determine:

How inventory is perceived by organizations

The inventory models applied by company?
What will be the best quantity of an item to order each time an order is placed?

When should an order be placed?

What quantity of the item, if any, over the expected requirement should be held as safety stock in anticipation of variations in demand?

Should management take advantage of discount offer?

1.3 SCOPE OF THE STUDY

Inventory theory is a very wide area in operations research that has found useful and notable applications in various fields especially with research into stochastic inventory models.

This work however, is concerned with deterministic inventory models and how this model can be used in solving the problem of optimal stock keeping policy.

1.4 ORGANIZATION OF THE STUDY

This project work will be structured in five chapters. Chapter one is the introductory chapter, while chapter two will contain reviews of literature and some basic concepts of inventory theory. Chapter three will x-ray the methodological aspects and the theoretical aspects of inventory theory, chapter four is concerned with empirical investigation. Chapter five is the conclusion.

1.5 SOME BASIC DEFINITION

There are certain terms that will be used in the course of this project work. Below are the following definitions within the context of this work:

Safety Stock: This is stock which is kept by the company, it acts as a buffer against reasonably expected minimum usage i.e. sudden increase in the demand which may cause the company to run out of stock.

Stock: This refers to the total of all raw materials used in production, work-in-progress i.e. unfinished and also finished goods that are fully completed and ready for sale.

Lead Time or Procurement Time: This refers to the time between placing an order and the arrival of that order i.e. the time it takes for an order placed to be received.

Reorder Level: This is the level at which it becomes necessary to place an order for the new supply.

Holding/Carrying Cost: This is the cost which is incurred while stock is being held by the company. It consists of the cost of storage space, insurance, deterioration and the cost of adequate and accurate record keeping.

Ordering Cost: This is the cost involved in placing an order. It consists of clerical cost of preparing the purchase order and offer special processing and receiving cost that are related to the number of orders processed.

1.6 CONCLUSION

It has been established so far that organizations that purchase goods and services maintain stocks of this goods and services for future sale or use. Inventory theory was introduced in this chapter to simply provide us with operational techniques and tools for reaching an optimal stock keeping policy that aligns with overall objective of the organization.

CHAPTER TWO

LITERATURE REVIEW

INTRODUCTION
Our focus in this chapter is to critically examine relevant literature that would assist in explaining the research problem and furthermore recognize the efforts of scholars who had previously contributed immensely to similar research. The chapter intends to deepen the understanding of the study and close the perceived gaps.

Precisely, the chapter will be considered in three sub-headings:

Conceptual Framework
Theoretical Framework

Chapter Summary
2.1
CONCEPTUAL FRAMEWORK

Inventory 

The raw materials, work-in-process goods and completely finished goods that are considered to be the portion of a business's assets that is ready or will be ready for sale. Inventory represents one of the most important assets that most businesses possess, because the turnover of inventory represents one of the primary sources of revenue generation and subsequent earnings for the company's shareholders/owners. Possessing a high amount of inventory for long periods of time is not usually good for a business because of inventory storage, obsolescence and spoilage costs. However, possessing too little inventory isn't good either, because the business runs the risk of losing out on potential sales and potential market share as well. Inventory management forecasts and strategies, such as a just-in-time inventory system, can help minimize inventory costs because goods are created or received as inventory only when needed. 3.1.1 Types of inventory Several different types of inventories are conducted, depending upon the type of material involved and type of information needed. Generally, inventory types can be grouped into four classifications. These are:

Raw materials inventory  

Work-in-process (WIP) inventory  

Finished goods inventory  

Maintenance, repair, and operating supplies, or MRO goods

The figure below displays the types of inventory.
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The figure above shows the types of inventory (csun (2011) ie.California State University, Northridge ppt.). 

Inventory Management 

According to Thierauf and Klekamp, (1975) there are four reasons for maintaining inventory. These include, pipeline inventory which are important where a significant amount of time is required to transport stock from the supplier to the factory. Inventory is also maintained in order to take advantage of quantity discounts where more units are produced than can be consumed in the immediate present. Inventory is also kept when the supply of a commodity is variable or seasonal, and in order to make goods available to customers on demand. The reasons however, may vary from one industry to another. Factors influencing demand differ with industries, regions and time periods. Sharma (1999) observed that businesses operate under dynamic environments and that these environments need to be managed. Inventory management forms part of the internal environment that can be manipulated by the organization. Although, materials are sourced from parties external to the organization, managing these materials and the suppliers can enhance internal efficiency. Nahmias (2001) described inventory management as procedures and policies directed towards achieving efficiency with materials held.

Inventory Management Models 

Stevenson (2007) observes that inventory management has two main concerns. One is the level of customer service, i.e. to have the right goods and sendees in sufficient quantities in the right place and time and the other being costs. Therefore the overall objective of inventory management is to achieve satisfactory levels of customer sendee at reasonable costs. He describes inventory turnover, and days of inventory on hand as two measures of inventory performance. Management must therefore establish inventory tracking and maintaining system and make decisions of order times and reorder quantities. Piasecki (2005) notes that long before the arrivals of computers, manufacturers were already reaping the financial benefits of inventory management by deteimining the most cost effective answers to when and how much to order. Several inventory models have been applied to manage inventory as discussed next. 

Economic Order Quantity (EOQ) 

This is the simplest and most fundamental of all inventory models and has become the basis of analysis of more complex models, (Narasimhan et al, 2000). It describes a tradeoff between fixed order costs and the holding costs. In their journal article, Economic Perspective, Hax and Candea, (1984) traced the history of EOQ to 1913 by Harris Ford Whitman an engineer with Westinghouse factory. EOQ is the size of an order which minimizes the total annual costs of carrying inventory and the total ordering cost. The model is based on the assumption that there is only one product, non existence of stock-outs and the period of analysis is limited to one planning period. Other assumptions include; constant and known annual demand, product cost,lead times and ordering cost. These assumptions are not practical in real life, but it’s the simplicity and versatility of the model that makes it one of the most widely used inventory models (Narasimhan, et al, 2000).
Simulation 

The origin of modem day simulators and simulation can be traced to flight training in the aviation industry (Nahmias, 2001). In the early development of the aviation industry, accidents were frequent. Orville Wright, a US army Lieutenant became the first person to die in a powered fixed-wing aircraft accident. The most sensible thing was to develop a ground-based simulator to prepare pilots to fly without exposing them to the danger of flying. Simulation is described by Stevenson (2007) as a numerical technique for conducting experiments which involve logical and mathematical relationships that interact to describe the behavior and structure of a complex real world system over time. It is used where a phenomenon that is observed may not be amenable to any qualitative evaluation in terms of finding a mathematical model. Real-world scheduling problems are often too complex to be amenable to mathematical analysis, (Nahmias, 2001) Jacobs et al (2006) noted that simulation does not make lots of simplifying assumptions about a situation so as to build an algebraic model. Instead it aims at reproducing the complex random variation inherent in a real situation. There are several types of simulation techniques that can be applied but it is the Monte Carlo type simulation that is widely used. Nahmias (2001) notes that Monte Carlo simulation relies on past data that is already available. The data is organized into a frequency tables and then the probabilities of each demand level are established. Based on this data, and the use of random numbers,which are either computer generated or from random number tables, simulation is then performed for future demand levels. Monte Carlo simulation therefore includes data with some element of uncertainty. This enables reproduction of a series of weekly, future demand levels which are taken to imitate the real life pattern. The simulated demand helps to examine the effects of various inventory policies. Nahmias (2001) argues that in order to get reliable information, one is required to perform numerous repeated experiments for longer periods. This is because it would be risky to make any hard and fast conclusion regarding the operations of system, if the number of experiments is few. If the simulation is repeated many times, it is much more likely that the average simulated result would be as closely as possible to the expected real life result. The results are then used to generate performance tables and calculate the overall income left from various inventory policies, (Morris, 2008). One of the advantages of simulation is that it is done without doing actual experiments. This eliminates the possible negative effects such experiments would have of a firm’s profitability. Lucey (2002) notes that unlike EOQ that provides answers, simulation only enables experiments of such factors as overall costs of various inventory policies. It is up to the user of this information to make a rational business decision, while still considering other nonnumeric information. Simulation is used in situation where either or both the demand and level of distribution cannot be assumed to approximate any specific mathematical distribution, (Lucey, 2002). The technique is therefore used to replicate a typical series of situations which could have occurred in practice.

Inventory Models 

The aim of inventory management is to minimize total operating costs while satisfying customer service requirement. In order to accomplish this objective, an optimal order policy will be determined by answering to questions such as when to order and how much to order. The operating costs taken into account, the procurement costs, the holding costs and the shortage costs which are incurred when the demand of the client cannot be satisfied (either lost sales costs or orders costs). There exist different inventory policies namely: periodic review policy and the continuous review policy. The first policy implies that the stock level will be checked after a fixed period of time and an ordering decision will be made in order to complete the stock to an upper limit ( order up to point), if necessary. In the second inventory policy, the stock level will be monitored continuously. Deterioration refers to decay, damage or spoilage. In respect of items of foods, films, drugs, chemicals, electronic components and radio-active substances, deterioration may happen during normal period of storage and the loss is to be taken into account where we analyze inventory systems. There have been various models proposed for stock-level dependent inventory systems. Baker and Urban (1988a) investigated a deterministic inventory system in which the demand rate depends on the inventory level described by a polynomial function. A non-linear programming algorithm is utilized to determine the optimal order size and the reorder point. Urban (1995) investigated an inventory system in which the demand rate during stock-out periods differs from the in-stock period demand by a given amount. The demand rate depends on both the initial stock and the instantaneous stock. Urban formulates a profit-maximizing model and develops a closed-form solution. Datta and Pal (1990) analyzed an infinite time horizon deterministic inventory system without shortage, which has a level dependent demand rate up to a certain stock level and a constant demand for the rest of the cycle. Paul et.al (1996) investigated a deterministic inventory system in which shortage are allowed and fully back logged. The demand is stock dependent to certain level and then constant for the remaining periods. A flow chart is provided to solve the general solution. One of the terminal conditions used in the development of the Datta and Pal model was that the inventory level fall to zero at the end of the order cycle (i.e. i  0 when t  T ). In an inventory system that possesses an inventory-level-dependent demand rate, this may not provide the optimal solution. It may be desirable to order large quantities, resulting in stock remaining at the end of the cycle, due to the potential profits resulting from the increased demand. This phenomenon is discussed in Baker and Urban. Pal et al. (1993) developed a deterministic inventory model assuming that the demand rate is stock dependent and that the items deteriorate at a constant rate  . Classical inventory models found in the existing literature generally deal with constant demand rate of the item or product. Evaluation of an inventory system with such a demand rate was first considered by F.W Harns (1915). He formulated the well-known known square root formula 
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for economic order quantity (EOQ) of the item; C1, C3, D are the holding cost,replenishment cost and demand rate, respectively. After the pioneering attempt by Harns, several other researchers have extended his constant demand –rate to many other interesting and realistic situations. A description of these models can be found in Naddar or any other standard literature on the subject.As time has progressed, inventory models have been developed in which the demand rate is not required to be constant. Such studies have been undertaken by Siver and Meal, Donaldson,Silver and Datta and Pal and Mukherjee. Very recently, it has been observed that in some situations the demand may be influenced by the on-hand inventory; that is the demand rate may go up or down if the on-hand inventory level increases or decreases. Such a situation generally arises for a consumer- goods type of inventory. In this connection, it would not be out of place to refer to the observation made by Levin et al. around it. It is a common belief that large pile of goods displayed in a supermarket will lead the customer to buy more” .Later, Silver and Peterson also noted the sales at the retail level tend to be more proportional to the inventory displayed. Among the important papers published so far with inventory-level-dependent demand rate. Mention should be made of works by Gupta and Vrat, Mandal and Phaujdar, Baker and Urban. Gupta and Vrat have discussed a situation where the demand rate has been assumed to depend on the order quantity, whereas Mandal and Phaujdar have discussed an inventory problem assuming the demand rate to be a linear function of the on-hand inventory level at that time. Baker and Urban have analyzed a similar situation assuming the demand rate to be dependent on the onhand inventory i according to the relation
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A number of authors investigated inventory systems with a two-stage demand rate. Baker and Urban (1988b) considered an inventory system with an initial period of level-dependent demand followed by a period of constant demand. The analysis conducted on this model imposes a terminal condition of zero inventories at the end of the order cycle. Datta and Pal (1990)analyzed an infinite time horizon deterministic inventory system without shortage, which has a level-dependent demand rate up to a certain stock level and a constant demand for the rest of the cycle. Paul et al. (1996) investigated a deterministic inventory system in which shortages are allowed and are fully back-logged. The demand is stock dependent to a certain level and then constant for the remaining periods. Hwang and Hann (2000) constructed an inventory model for an item with an inventory-level dependent demand rate and a fixed expiry date. All units that are not sold by their expiry date are regarded as useless and therefore discarded. Separable programming is utilized to determine the optimal order level and order cycle length. Ray and Chaudhuri (1997) take the time value of money into account in analyzing an inventory system with stock-dependent demand rate and shortages. 

Shao et al. (2000) determined the optimum quality target for a manufacturing process where several grades of customer specifications may be sold. Since rejected goods could be stored and sold later to another customer, variable holding costs are considered in the model. Beltran and Krass (2002) analyzed the dynamic lot sizing problem with positive or negative demands and allowed disposal of excess inventory. Goh (1994) apparently provides the only existing inventory model in which the demand is stock dependent and the holding cost is time dependent. Actually, Goh (1994) considers two types of holding cost variation :(a) a nonlinear function of storage time and (b) a nonlinear function of storage level. While Goh (1992) models a holding cost variation over time as a continuous nonlinear function, the storage time is divided into a number of distinctive periods with successively increasing holding costs. As the storage time extends to the next time period, the new holding cost can be applied either retroactively (to all storage periods) or incrementally (to new period only). 

Zipkin (2000) provides a systematic discussion of inventory models with stochastic lead times. systems, parallel systems and limited-capacity systems. Exogenous sequential systems are essentially standard inventory systems with constant lead times replaced by stochastic lead times (Kaplan, 1970).In a parallel system, an infinite-server queue is used to model the supply process. With an unlimited capacity, the order lead times are independent and identically distributed random variables. 

The aim of inventory management is to minimize total operating costs while satisfying consumer service requirements. In order to accomplish this objective, an optimal ordering policy will be determined by answering to questions such as when to order and how much to order. The operating costs taken into account are the procurement costs, the holding costs and the shortage costs which are incurred when the demand of a client cannot be satisfied (either lost sales costs or backorder costs). 

There exist different inventory policies which are periodic-review policy and the continuous review policy. The first policy implies that the stock level will be checked a fixed period of time and an ordering decision will be made in order to complete to an upper limit (order up to point), if necessary .In second policy, the stock level will be monitored continuously. A fixed quantity will be ordered when the stock level reaches a reorder point. The order quantity will only be delivered after a fixed lead time and shortage can exist if the inventory is exhausted before the receipt of the order quantity. Those basic policies can be adapted to take into account special situations such as stochastic demands and lost sales or backorder.

Research on Inventory Record Inaccuracy (IRI) has been taking place since 1960s with the report by (Rinehart, 1960). The author stated that this inaccuracy produces “deleterious” on operational performance. Following this, it was reported that this divergence between stock record and physical stock results in “warehouse denials” (Iglehart and Morey, 1972). Their research took into consideration the frequency the depth of inventory counts and stocking policy to minimize total inventory and inspection costs. Moreover, focusing on the significance of measuring IRI, DeHoratius and Raman (2008) show that inventory counts may not impact record inaccuracy and additional buffer stock may not be equally necessary across all times in all stores. In fact, safety stock in the continuous- review lost-sales inventory models is one of the effective inventory management policies for mitigating long run total cost. Ritchken and Sanker (1984) used a regression- based method to adjust the size of the stock by incorporating an additional safety stock requirement in order to estimate the risk in inventory problems. Persona et al. (2007) propose innovative cost-based analytical models for showing that one can reduce the occurrence of stock-outs by introducing a safety stock or pre-assembled modules or components. On considering the continuous-review lost sales inventory models with a Poisson demand, Hills (2007) shows that a base- stock policy is “economically” optimal and that computing the optimal base-stock and its corresponding cost is quite simple for a backorder model. However for lost- sales model, this policy is not optimal. Hence, the author proposes three alternative policies. Two of these involve modifying the optimal base-stock policy by imposing a delay between the placements of successive orders. The third policy is to place orders at pre-determined fixed and regular intervals. However these policies require a lot of complex calculations for lead-times under demand uncertainty. In addition, quantitative measures were applied and it was found out that the quality of servicelevel declines in a continuous review (Q, R) inventory policy when there are inventory miscounts and variations in lead- time (Kumar and Arora, 1992). Even though most of the current research focusing on (Q, R) policy often proposes models of operational research, stimulation modeling is becoming an effective and timely tool and is capturing the cause and effect relationship in this field (Kang and Gershwin, 2004). Urban (1995) investigated an inventory system in which the demand rate during stock out periods differs from the in-stock period demand by a given amount. The demand rate depends upon both the initial stock and the instantaneous stock. Urban formulates a profit-maximizing model and develops a closed form solution. Datta and Pal (1990) analyzed an infinite time horizon deterministic inventory system without shortage, has a level dependent demand rate up to a certain stock level and a constant demand for the rest of the cycle. Paul et al. (1996) investigated a deterministic inventory system in which shortages are allowed and are fully back-logged. The demand is stock dependent to a certain level and then constant for the remaining periods. Hwang and Hahn (2000) constructed an inventory model for an item with an inventory-level dependent demand rate and a fixed expiry date. All units that are not sold by their expiry date are regarded as useless and therefore discarded. The holding cost is explicitly assumed to be varying over time in only few inventory models. Shao et al. (2000) determined the optimum quality target for a manufacturing process where several grades of customers’ specifications may be sold. Since rejected goods could be sold later to another customer, variable holding costs are considered in the model. Betran and Krass (2002) analyzed the dynamic lot sizing problem with positive or negative demands and allowed disposal of excess inventory. Goh (1994) apparently provides the only existing inventory model in which the demand is stock dependent and the holding cost is time dependent. While Goh (1992) models holding cost variation over time as a continuous nonlinear function, the storage time is divided into a number of distinct periods with successively increasing holding costs. As the storage time extends to the next time period, the new holding cost can be applied either retroactively (to all storage periods) or incrementally (to the new period only). Montgomery et al. (1973) propose a continuous review inventory system where a fraction of the unfilled demand is backordered and the remaining fraction is lost. Both the cases of deterministic and stochastic demands are considered, but the stochastic demand case is treated heuristically. Rosenberg (1979) reformulates the above model by introducing “fictitious demand rate that simplifies the analysis of the partial backorder policy and gives an economic interpretation of the circumstances under which this policy is optimal. Kim and Park (1985) extend the Montgomery et al.(1973) stochastic demand model to one in which the cost of a backorder is assumed to be proportional to the length of time for which the backorder exists. Assuming at most one order outstanding at any point in time and an arbitrary continuous destiny function of lead time demand, they derive the equations from which the optimal order quantity and the reorder point can be iteratively computed. Assuming Poisson demand and an exponential lead time, Woo and Sphicas (1991) formulate a partial backorder model that allows a finite number of orders to be outstanding.

Rabinowitz et al. (1995) analyze a (Q, r) inventory model where a fixed maximum number of backorders b is allowed. During the stock out period, the first b units of incoming demand are backordered and the remainder is lost. Under the assumption of Poisson demand and no more than a single order outstanding, they derive the expected annual cost function and employ an exhaustive search procedure to find the optimal values of Q,R and b. Chu et al. (2001) generalize the above model by dividing the lead time into two segments and use two backorder control limits, one for each time segment. Posner et al. (1972) treat the case where backorder customers are willing to wait for a random period of time. The demand process is assumed to be Poisson, and the lead time and how long the customers are willing to wait are assumed to be exponentially distributed. Das (1977) uses an(S-1, S) policy and assumes that customers are willing to wait for a fixed amount of time before canceling their orders. Moinzadeh (1989) also considers an (S-1,S) inventory system with Poisson demand and a constant lead time. Smeitink (1990) proves that Moinzadeh’s results holds for an arbitrary lead time and that the steady-state net inventory probabilities depend on the mean of the lead time and not on the shape of its distribution. Chang and Dye (1999) consider a partial backordering system for deteriorating items with the backlogging rate dependent on the length of the waiting time for the next replenishment. Moon and Gallego (1994) introduce the distribution-free procedures in the analysis of stochastic inventory models. They solve both the continuous review and the periodic review model with a mixture of backorders and lost sales using the minimax distribution-free approach. The treatment of the periodic review model is heuristic.

Porteus (1990) reviews stochastic periodic review models including one where a fraction of the excess demand is backordered. A myopic approximation to this model is provided by Nahmias (1979). For recent findings regarding the computation of optimal solutions to general (s, S0 inventory systems with a backorder policy (both periodic and continuous review systems) During the lead time there is a cut off point. Before that, if shortage occurs incoming demands will be filled by emergency orders, and after that all unfilled demands are backordered. Backorders costs are usually time dependent, that is, they accumulate over time. DeCroix and Arreola-Risa (1998) and Cheung (1998) consider inventory systems that offer economic incentives (time –based price discount) to customers who are willing to wait longer than normal delivery times. Furthermore, Kim and Park (1985) and Park (1989) argue that the time duration of the backorder is a critical factor of the backorder costs and must be considered in an inventory system. Given the importance of shortening the time duration of the backorder period, it is reasonable to let backorders occur close to the time when replenishment is due to arrive. Although inventory systems are typically customer driven, we do notice that there are many real systems controlled solely by the supplier In such cases ,emergency orders are often adopted instead of the lost sale policy (although they are mathematically the same) in order to maintain customer loyalty. Rabinowitz et al. (1995) consider a model for this type of inventory system. However, in their model, shortages are first backordered and the rest are filled by emergency orders. This may not be the most cost-effective because of the time –dependent cost of backorders. Furthermore, setting the time limit rather than the limit on backorders is operationally more convenient.

The assumption of no more than one outstanding order is commonly made in the existing inventory models with emergency orders or lost sales. The usage and plausibility of the assumption has been discussed in detail Hadley and Whitin (1963), Kim and Park (1985), and Cheung (1998). In particular, Hadley and Whitin (1963) discussed the difficulty in developing the exact solutions for the lost sales case when more than one outstanding order is allowed. Hadley and Whitin (1963,p. 198) argued that “ If r < Q, then there can never be more than a single order outstanding. In the lost sales case then, it is possible to stipulate that there is only a single order outstanding if one requires that r < Q.”

System Dynamics (SD) methodology aims to model real complex dynamic systems for understanding them and coming up with policies to change the problematic dynamic behavior. The real dynamic problems contain feedbacks, delays and random noise or uncertainties which make them “complex” (Grӧßler,2004). Feedbacks and delays are the main reasons why humandecision- making behavior results in unwanted behavior in these systems (Sterman 1989a). In most cases, the problems that are which SD is interested in have problematic dynamic behaviour usually caused by not optimal decisions of humans. To achieve the aim of making valid models of dynamic systems, SD tries to capture human decision making behaviour together with feedbacks and delays which are all endogenously included in the model. In other words, SD models should be able to represent “intended rationality" of human beings (Grӧßler, 2004). The words intended rationality or bounded rationality is used to describe the decision making behaviour of humans in these complex dynamic systems which are far from optimal. This behaviour should not be interpreted as humans acting irrationally (Grӧßer et al.2004). However, the rationality of decision maker is bounded or limited because of the complexity of many real dynamic systems (Sterman, 2000). Thus the modeler should represent the two bounded rationality of the decision maker for the model to be a valid representation of reality. In order to model human decision- making behaviour in a certain system, one must first understand how people behave or decide in that system. Laboratory experiments are conducted where subjects play the role of the decision-maker in the model of the system to capture the behaviour of human beings. Then their decision behaviour is modeled with the help of certain heuristics and rules. Various studies work on generic systems such as stock management problem and use laboratory experiments to come up with decision-making behaviour formulation ( Sterman 1989a., b.,Dogan and Sterman 2000,Barlas and Ӧzevin 2001). Many of these studies base their formulations on anchor and adjustment heuristic which is first proposed by Tversky and Kahnman (1982). Clark and Scarf (1960) considered a multiechelon serial system under continuous review. Svoronos and Zipkin (1991) study continuous review hierarchical inventory systems with exogenous stochastic replenishment lead times and one-for-one replenishment policy. By preserving the order of replenishment, the authors were able to approximate the study-state performance and to bring out the important role played by the lead time variance. Lee and Billington (1993) use a single-node periodic review model as a building block to analyze a decentralized supply chain with normally distributed demands and processing lead time. More examples on supply chain models were proposed by Tayue et.al (1999). An extension of the standard periodic-review model is to impose a capacity limit at each stage on the maximum amounts of outputs per time unit. Glasserman and Tayur (1994) demonstrate that in a serial system with an echelon base-stock policy, the inventory and backorders are stable if the mean demand per period is less than the capacity at every node. Glasserman and Wang (1998) use a large deviations approach to obtain an asymptotic linear relationship between lead time and inventory as the fill rate approaches 100%. Zipkin (2000) provides a systematic discussion of inventory models with stochastic lead times. Based on the system structure, the models are divided into three groups: exogenous sequential systems, parallel systems and limited-capacity systems. Exogenous sequential systems are essentially standard inventory systems with constant lead times replaced by stochastic lead times (Kaplan, 1970). In a parallel system, an infinite-server queue is used to model the supply process. With an unlimited capacity, the order lead times are independent and identically distributed random variables.

Inventory Level 
This depends on the relative rates of flow in and out of the system. 
Let 
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The figure below represents the inventory system when the rates vary with time. The figure might represent a raw material inventory. The flow out of inventory is relatively continuous activity where individual items are replaced into the production system for processing. To replenish the inventory, an order is placed to a supplier. After some delay time, called the lead time, the raw material is delivered in a lot of a specific amount. At the moment of delivery, the rate of input is infinite and other times it is zero. Whenever the instantaneous rates of input and output to a component is not the same, the inventory level changes. When the input rate is higher, inventory grows; when the output rate is lower, inventory declines. Usually the inventory level remains positive. This corresponds to the presence of on hand inventory. In situation where cumulative output exceeds the cumulative input, the inventory level is negative. This is what we call a backorder or shortage condition.
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 Inventory fluctuations as a function of time
Marginal Analysis

Also known as the newsboy problem or single-period model, marginal analysis is used in determining the optimal order quantity for perishable goods. Shore (2004) described the model as being characterized by fixed prices and uncertain demand for perishable goods. Most of the raw materials used in food industries are of limited life span, are hardly recyclable and neither do they have salvage values. The model was developed with a news vendor in mind. Lau and Lau (1998) state that the vendor must decide how many copies of the day’s paper to stock in the face of uncertain demand and knowing that unsold copies will be worthless at the end of the day. This model therefore, becomes important to firms dealing with materials having a limited useful life. Such materials are not only lost on their expiry, but they also present a disposal challenge, both in cost and logistics as disposal must adhere to local authority and environmental regulations. Ferguson and Koenigsberg (2007) note that the classical newsboy model assumes that if the order quantity is larger than the realized demand, a single discount is used to sell excess inventory or that excess inventory is disposed off. On the other hand, if the order quantity is less than demand, then profit is lost. Several extensions to the newsboy model have been done in the literatures for the single item considering random demands. More recently, single item newsboy problem is considered with random lot-size. Lau and Lau (1998) studied the multiproduct newsboy problem with different constraints. Khouja (1999) suggested a comprehensive extension of the single period inventory problem.

Application of Inventory Management Models 

Ondiek (2000) noted that it was not until the past two centuries that purchasing of materials has been addressed seriously in books, colleges and universities. He observed that material purchasing was first brought into light by Charles Baggage in 1892. The first course in purchasing and supply chain management was introduced by Harvard University in 1917. However, the first textbook was authored in 1933 by Howard Lewis of Harvard University (Dobler and Burt, 1996; Fearon, et al 1996) Thomas and Franklin (1981), note that since the formulation of the Economic Order Quantity model, it has been applied extensively in both manufacturing and sendee sectors. Several modifications of the model have been made in order to overcome some of the assumptions of the model. These include the consideration of case of stochastic demand, limited life items and cases of lumpy demand. Modifications have also been made to include the consideration for quantity discounts and shortage or stock-out costs. Others include the situations where stock-out is allowed. This means that stock-out costs are incurred when the firm runs out of inventory. Stevenson (2007) argues that these costs may be difficult to quantify but they are significant and the avoidance of these costs is the main reason why stocks are held. There should be enough inventories to last between the time of order placement and time of receiving the order, (Brown, 1959). Further derivatives have been made for multiple items with constraints on resources and to take care of inflation in the economy Walters (2006) notes that among the greatest success stories in manufacturing industry and inventory management is the application and integration of JIT model in Toyota Manufacturing Program. Since then, the family founded firm has risen to be one of the biggest and most profitable car manufacturing firms in the world (Pilkington, 1998).

Application of Inventory Models by Manufacturing Firms 

Thomas and Franklin (1981) observed that operations Research was first applied in solving military problems in World War II, where interdisciplinary techniques were used to gain superiority on battle fronts. It was not until later years during the Industrial Revolution that Operations research techniques were applied in industries and businesses (Demetrios and Papoulis, 1984). Since then techniques such as inventory management models have been applied in manufacturing firms. Techniques of Operations Research are now being applied to gain superiority in the manufacturing industry, (Hill, 1983). This is being done through formulation of models and publication of books and journals. One of the journals published by the International Federation of Operations Research Societies, the umbrella organization of Operations Research Societies worldwide, is the Manufacturing and Sendee Operations Management. There are numerous success stories in inventory management. For instance, in 1985, the US retailer J.C Penney formed one of the world’s first Efficient Customer Response tool (a JIT principle based operation system that extends to other organizations in the supply chain) with shops in Burlington (a fabric manufacturer) and Lanier clothing (a garment maker) to result in a 22% increase in sales and 50% reduction in stock, (Karabyus and Croza, 1995). The Japanese, who are renowned for the JIT model, argue that if there are small inventories between two departments or two companies or a company and its supplies, then the two will be forced to coordinate their schedule instead of depending on buffer to fix things and the customers will be able to receive more things made to order than having to accept something in the inventory which doesn’t really fit. Narasimhan et al (2000) observe that great importance should be attached to inventory management the way management places on other assets. One of the measures of performance placed on inventory is return on investment, ROI, calculated by getting the difference between sales and cost of goods sold, and dividing the answer by total assets.Since inventory represent a means of meeting consumer needs and production efficiency the management of inventory revolve around the objectives of: customer satisfaction, inventory investment and production efficiency. Thomas and Franklin (1981) note that the explicit or implicit costs associated with these objectives always assists regardless of whether or not they can be measured accurately.
2.2 THEORETICAL FRAMEWORK

Deterministic Model 

For this study the deterministic model with infinite rate of resupply and where backorders are allowed was used. this model is commonly known and can be found in most books that deal with inventory theory. a detailed presentation of the development of the model will not be given here. for a detailed development of the model the reader may refer to hadley and whitin (12).

Figure 1 shows a graphical illustration of the system where q is the fixed reorder quantity, s is the allowed number of backorders, t is  the cycle time, t^ is the time the system has items in stock, t2 is the  time the system is out of stock, t is the procurement lead time, and r is  the reorder point based on the inventory position.  the assumptions on which the model was developed are: 

1. Demand is deterministic, constant, and equal to \ units per year. 

2. The procurement lead time is constant and equal to t years. 

3 . In determining the optimal deterministic policy the cost of operating the inventory system will not be considered because the optimal policy is independent of this cost. 

4 . The cost of each item is constant, equal to c dollars per unit, and independent of the quantity ordered and the reorder rule.
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Figure 1. Graph of Deterministic Policy

5. The inventory carrying charge i s constant and equal to i dollars per dollar-year invested in inventory. 

6. The cost of a backorder has the form it where n i s the cost in dollars per unit backordered and fr i s the cost in dollars per unit year of backorder. 

7. The cost of placing an order i s constant, independent of the quantity ordered, and equal to a dollars per order. 

8 . The reorder quantity will be always q units. 

9. The number of backorders on hand when the procurement arrives will be s units . s will always be less than q. 

10. The reorder point r will be given in terms of the on hand plus on order quantity, i.e. , the inventory position.

Based on these assumptions and on the characteristics of the inventory system, the model i s used to find an optimal deterministic policy . 

To determine this policy the partial derivatives with respect to q and s of the annual total cost equation are found and set equal to zero. then both equations are solved in terms of s and the following equation is developed to determine the optimal policy.
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Where all the terms are as previously defined. special cases may arise depending on the structure of the backorder cost.

Case 1
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The right side of equation (2) is the total annual cost for the deterministic case where backorders are not allowed. This cost will be called 

KW. In general, equation (2) will not hold and so no value of S in the interval 0 < S < oo will solve equation (1). That is, the optimal number of backorders for the inventory system will be on the boundaries of the interval. To find which is the optimal value of S we compare TTA. with KW. If TTA. is greater than KW, then the optimal value of S is S* = 0, and the optimal Q will be given by
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This value of Q is the optimal reorder quantity for the deterministic case where backorders are not allowed. It is known in literature as  Wilson lot size, Q.W. For this case the optimal total annual cost will be KW. In the case that TTA. is less than KW, the optimal value of S is S* = oo and then no inventory system exists because it will be cheaper to have all demands backordered than to operate the inventory system. 

When equation (2) holds any value of S in the interval 0 < S < oo will solve the system. The proof of this property is shown in Appendix I. The value of the optimal Q will depend on the value of S chosen and will be given by
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and the total annual cost will be again KW.

Case II 

If TT 7^ 0 and TT = 0, the model gives as the optimal values of S and Q
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In this case unless TT = 00, S will always be greater than zero. Thus for normal operating conditions it will always be optimal to incur some backorders. The annual total cost is given by
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Case III 

If TT and TT are different than zero, the solution to equation (1) will give as the optimum number of backorders
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and for the optimum reorder quantity
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In the event that the value of S obtained from (8) is negative,

then S* is made equal to zero. Equation (9) holds only if S* is greater than zero; otherwise Q* will be QW and the total annual cost will be KW. If the value of S* was greater than zero, then the total annual cost will be given by equation (7).

For all cases the reorder point r given in ;terms of the inventory position, is given by
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where µ is the deterministic lead time demand calculated by
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where T is the procurement lead time. The value of the reorder point may be negative.

2.3 EMPIRICAL REVIEW

Related studies on deterministic inventory models 

The literature on the inventory-control problem is vast, due to the wide application of inventory techniques to real-life phenomena. Inventory optimisation models have been successfully applied in areas such as business, and humanitarian and military operations. The Economic Order Quantity (EOQ) model is a powerful scientific inventory-management framework that helps businesses in determining the level of stock that should be held to minimise costs associated with maintaining inventories and meeting customer demand. The EOQ defines an ideal order quantity, which establishes the optimal compromise for total inventory cost, given a set of supply, demand rate, deterioration rate and other variables. One of the earliest papers on mathematical models of inventory management was Harris (1913), who described the EOQ problem and presented a solution. This basic EOQ model depended in its derivation on the simplistic assumptions of a fixed demand rate, instantaneous replenishment, no shortages and that inventory items are homogeneous, non-perishable and of perfect quality. When one or all of these assumptions is relaxed, the EOQ model no longer gives a minimum-cost solution. This basic model provides a simple benchmark model in which there is constant demand and no deterioration, but it is clearly simplistic. It is suitable for cases in which items are non-perishable over the cycle length but it does not accurately represent cases where items deteriorate. As a result, there have been numerous variants on and extensions to this basic model, e.g. Taha (2011); Hillier and Lieberman (2001). Whitin (1957) set the stage for many of the subsequent extensions of the basic inventory model in that he discussed the possibility of modelling an inventory system with items deteriorating in value. He studied an inventory problem of fashion items whose value decreases with time. Controlling and maintaining inventories of deteriorating items is an extremely important and widely studied inventory problem from the point of view of both practical applications and theory. The significance of these inventory models stems from the fact that every practical inventory system experiences some form of deterioration. Losses due to deterioration of items affect the total average inventory cost and the availability of items for consumer demand, and hence should be taken into account when analysing an inventory system. The main benefits of considering the effect of deterioration in inventory analysis include efficient cost-saving measures and improved inventory-ordering policy. Failure to consider deterioration in an inventory system can cause an overestimation of the available quantity of goods for any given initial order size, and this can affect the optimal choice of the length of the inventory cycle. Ghare and Schrader (1963) also relaxed the assumption of non-decaying items and assumed a constant rate of deterioration and a fixed demand rate over the cycle time. They proposed, explicitly for the first time, a differential equation governing the evolution of an inventory system for items with exponentially decaying value, and derived a closed-form expression for the optimum cycle time. As mentioned above, almost all items deteriorate over time. For some items, the rate of deterioration is low, with a constant proportion deteriorating per cycle. For other items, the time-to-deterioration is a variable; for example, the rate of deterioration of items may increase with time– the longer the items remain unused, the higher the rate at which they fail. To address this issue, Covert and Philip (1973) extended the model to items with time-varying deterioration. They modelled the deterioration rate with a two-parameter Weibull function, and used Newton’s Method to search iteratively for the solution for cycle time. Philip (1974) reconsidered this problem by modelling the inventory system with a three-parameter Weibull deterioration rate, no shortages and a constant demand rate; he used the same solution procedure as in Covert and Philip (1973). However, the assumption of constant demand rate is becoming implausible because the demand for most items exhibits fluctuations, which could be seasonal, cyclical or price dependent (Sanni and Chukwu 2016). As argued in Sanni and Chukwu (2016), Ouyang et al. (2005), and Goyal and Giri (2001), the assumption of constant demand rate is not always applicable to many inventory items (e.g., electronic goods, fashionable items, seasonal products, etc.) because they experience fluctuations in the demand rate. Many products experience a period of rising demand during the growth phase of the product life cycle. In contrast, the demand for some products might decline because of the introduction of more attractive products (i.e., substitute goods) influencing customer preferences. Furthermore, the age of the inventory has a negative impact on demand due to loss of consumer confidence in the quality of such products and the physical loss of materials. These phenomena have prompted many researchers to develop deterioration inventory models with time-varying demand patterns. Most of the time-varying inventory models that have been developed consider linearly increasing/decreasing, exponentially increasing/decreasing, quadratic or ramp-type demand patterns. A deterministic demand pattern with positive trend was of interest in pioneering studies. Silver (1979) constructed an heuristic for reaching the optimal solution of a constant- deteriorating inventory model with time-dependent linear demand. Deb and Chaudhuri (1987) extended the deterioration inventory model with linear demand by incorporating shortages in the inventory. They used a similar heuristic approach for replenishment of the trended inventories including shortages. Chakrabarty et al. (1998) integrated the models of Philip (1974) and Deb and Chaudhuri (1987), incorporating shortages, three-parameter Weibull deterioration and linear demand rates into the EOQ model. They derived the optimal solution of the problem using a classic optimisation method. Working in this direction, Ghosh and Chaudhuri (2004) used a similar classical optimisation method with first and second-order conditions to derive the optimal solution for inventory model with shortages, two-parameter Weibull deterioration and quadratic demand rates. Sanni and Chukwu (2013) developed an EOQ model for items with a three-parameter Weibull deterioration rate and a ramp-type demand rate. They allowed shortages in the inventory model and considered a deterministic demand rate in which the rate of withdrawal of items from the inventory varied with time up to a certain point, eventually stabilised and became constant. They gave simple analytically tractable procedures for deriving the optimal solution of the problem. There have been several further publications on the topic: Singh et al. (2018); San-Jos´e et al. (2018); Sahoo and Tripathy (2017); Sanni and Chukwu (2016); Sarkar and Sarkar (2013) and Samanta and Bhowmick (2010). Several other realistic factors have also been studied. For example, commonly considered inventory variables are price-discount option, method of payment of purchase order (prepayment or delayed payment), stock-price-dependent demand rate and promotion effects. Mahata (2012) developed some theorems to determine the replenishment decisions in a supply chain operating a production inventory model with exponentially deteriorating items under a retailer partial trade credit policy. Tripathy and Pradhan (2012) studied an EOQ inventory model with three parameter Weibull deteriorating items and constant demand under permissible delay in payment and associated salvage value. They developed first-order necessary conditions for minimising the total inventory cost function. Sanni and Chigbu (2017) developed an EOQ model for items with a three-parameter Weibull deterioration rate and a stock-level-dependent demand rate. They analysed the model under condition of partial back-ordering and outlined a computing procedure for determining the optimal solution of the model. Recently, some works have studied the effect of prepayments on inventory models for deteriorating items. While the simultaneous consideration of deterioration and demand is crucial to the model form, payment options are also important in determining cash flows and costs. There is also value in more research effort directed towards the effect of different timing of payments for ordering items. Payment options for purchases have an impact on the inventory-system total cost, and recent studies on inventory systems have investigated the effects of timing the payments. Many of the concepts regarding prepayment options in EOQ models are due to Taleizadeh et al. (2013), although prepayment options have been widely used in other applications, for example Hung et al. (2012), Lin et al. (2010), Abraham and Theobald (1997), and Zhang (1996). Taleizadeh (2014a, 2014b) and Taleizadeh et al. (2013) categorised systems by three options for paying the ordering cost: payment at the time of delivery; postponed or credit payment; and prepayment. The first two payment options have been studied extensively, with more than half the literature devoted to payment at the time of delivery. Taleizadeh (2017), Taleizadeh (2014a, 2014b) and Taleizadeh et al. (2013) introduced a number of EOQ models with and with no deterioration, incorporating multiple prepayments and different back-ordering conditions, leading to different mathematical results. Zia and Taleizadeh (2015) proposed a hybrid configuration of up-stream advanced payment and partial delayed payment in an EOQ model with full back-ordering. Lashgari et al. (2016) examined the effects of down-stream partial delayed payment and up-stream prepayment on the EOQ model under three different back-ordering conditions. Wu et al. (2017) studied another hybrid payment scheme with an advance-cash-credit payment in a perishable EOQ model with an expiration date and an allowance for shortages. Using the Mean Value Theorem and a first-order necessary condition, they derived a unique solution for each of the payment options according to the timing of payment. For more discussion on the topic of deterministic inventory models with deteriorating items, readers are referred to the excellent review of trends and developments on inventory models in Janssen et al. (2016), Li et al. (2010), Goyal and Giri (2001), Raafat (1991) and Silver (1981). From the foregoing review and as mentioned in O’Neill and Sanni (2018), the extensive research efforts are driven by the attempt to broaden the scope of the basic EOQ model. Some other deterministic inventory models in the literature provide variations on this basic model, usually involving the specification of a particular deterioration function which gives the rate of deterioration over time. These specific models are useful in extending the basic EOQ model. Several papers have extended the model in this way for specific choices of functional forms. This thesis analyses the situation at a more general level to obtain optimisation results for a class of models involving any deterministic demand and deterioration rates, with a cost function that is linear with respect to some important functions.

CHAPTER SUMMARY

In this review the researcher has sampled the opinions and views of several authors and scholars on deterministic inventory model and its application in an organization. The works of scholars who conducted empirical studies have been reviewed also. The chapter has made clear the relevant literature.
CHAPTER THREE

RESEARCH METHODOLOGY

3.1
AREA OF STUDY

Mouka Limited manufactures household and industrial foam products. The Company offers mattresses, pillows, bedding, industrial sheets etc. The company is located at Plot M Awosika Avenue Ikeja, Lagos State.

3.2
RESEARCH DESIGN

Research designs are perceived to be an overall strategy adopted by the researcher whereby different components of the study are integrated in a logical manner to effectively address a research problem. In this study, the researcher employed the survey research design. This is due to the nature of the study whereby the opinion and views of people are sampled.
3.3
POPULATION OF THE STUDY

According to Udoyen (2019), a study population is a group of elements or individuals as the case may be, who share similar characteristics. These similar features can include location, gender, age, sex or specific interest. The emphasis on study population is that it constitute of individuals or elements that are homogeneous in description. 

This study was carried out to examine deterministic inventory model and its application in  Mouka foam industry. The population of this study comprise of the staff of Mouka foam industry.
3.4
SAMPLE SIZE DETERMINATION

A study sample is simply a systematic selected part of a population that infers its result on the population. In essence, it is that part of a whole that represents the whole and its members share characteristics in like similitude (Udoyen, 2019). In this study, the researcher adopted the convenient sampling method to determine the sample size. 
3.5
SAMPLE SIZE SELECTION TECHNIQUE AND PROCEDURE

According to Nwana (2005), sampling techniques are procedures adopted to systematically select the chosen sample in a specified away under controls. This research work adopted the convenience sampling technique in selecting the respondents from the total population.   
In this study, the researcher adopted the convenient sampling method to determine the sample size. Out of all the bank services users in Enugu, the researcher conveniently selected 67 participants which comprise of 23 staff from materials handling unit, 20 from the packaging department, 10 store keepers, and 14 staff from the production department making a sum of 67 participants as sample size for this study. According to Torty (2021), a sample of convenience is the terminology used to describe a sample in which elements have been selected from the target population on the basis of their accessibility or convenience to the researcher.
3.6 
RESEARCH INSTRUMENT AND ADMINISTRATION

The research instrument used in this study is the questionnaire. A survey containing 8 questions were administered to the enrolled participants. The questionnaire was divided into two sections, the first section enquired about the responses demographic or personal data while the second sections were in line with the study objectives, aimed at providing answers to the research questions. Participants were required to respond by placing a tick at the appropriate column. The questionnaire was personally administered by the researcher.
3.7
METHOD OF DATA COLLECTION

Two methods of data collection which are primary source and secondary source were used to collect data. The primary sources was the use of questionnaires, while the secondary sources include textbooks, internet, journals, published and unpublished articles and government publications.
3.8
METHOD OF DATA ANALYSIS

The responses were analyzed using the frequency tables, which provided answers to the research questions.
3.9
VALIDITY OF THE STUDY

Validity referred here is the degree or extent to which an instrument actually measures what is intended to measure. An instrument is valid to the extent that is tailored to achieve the research objectives. The researcher constructed the questionnaire for the study and submitted to the project supervisor who used his intellectual knowledge to critically, analytically and logically examine the instruments relevance of the contents and statements and then made the instrument valid for the study.
3.10
RELIABILITY OF THE STUDY

The reliability of the research instrument was determined. The Pearson Correlation Coefficient was used to determine the reliability of the instrument. A co-efficient value of 0.68 indicated that the research instrument was relatively reliable. According to (Taber, 2017) the range of a reasonable reliability is between 0.67 and 0.87.
3.11
ETHICAL CONSIDERATION

he study was approved by the Project Committee of the Department.  Informed consent was obtained from all study participants before they were enrolled in the study. Permission was sought from the relevant authorities to carry out the study. Date to visit the place of study for questionnaire distribution was put in place in advance.

CHAPTER FOUR

DATA PRESENTATION AND ANALYSIS

INTRODUCTION

This chapter presents the analysis of data derived through the questionnaire and key informant interview administered on the respondents in the study area. The analysis and interpretation were derived from the findings of the study. The data analysis depicts the simple frequency and percentage of the respondents as well as interpretation of the information gathered. A total of sixty seven (67) questionnaires were administered to respondents of which fifty (50) were returned and all were validated. For this study a total of  50 was validated for the analysis.

4.2
DATA PRESENTATION

The table below shows the summary of the survey. A sample of 67 was calculated for this study. A total of 50 responses were received and validated. For this study a total of 50 was used for the analysis.

Table 4.1: Distribution of Questionnaire

	Questionnaire 
	Frequency
	Percentage 

	Sample size
	67
	100

	Received  
	50
	74.63

	Validated
	50
	74.63


Source: Field Survey, 2021

Table 4.2: Demographic data of respondents

	Demographic information
	Frequency
	percent

	Gender
Male
	
	

	
	38
	76%

	Female
	12
	24%

	Age
	
	

	20-30
	24
	48%

	30-40
	18
	36%

	41-50
	08
	16%

	51+
	0
	0%

	Education
	
	

	HND/BSC
	38
	76%

	MASTERS
	12
	24%

	PHD
	0
	0%

	Marital Status
	
	

	Single
	21
	42%

	Married
	26
	52%

	Separated
	0
	0%

	Divorced
	0
	0%

	Widowed
	3
	6%


Source: Field Survey, 2021

Question 1: What do you perceived as Inventory?
Table 4.3:  Respondent on question 1
	Options
	Yes
	No
	Total

	As an asset to be maintained, operation tool to meet customer demands and Strategic competitive tool.
	50

100%
	0
	50

100%

	As an asset to be maintained and as a strategic competitive tool
	50

100%
	0
	50

100%

	As an operation tool to meet customer demands 
	50

100%
	0
	50

100%

	As an asset to be maintained
	50

100%
	0
	50

100%

	As an asset to be maintained and as an operation tool to meet customer demands
	50

100%
	0
	50

100%


Field Survey, 2021

From the responses obtained as expressed in the table above, all the respondents said yes to the options provided in the question on the causes of cultism in tertiary institutions. There was no record of no to the given options.

Question 2: What are the inventory models applied by you company?
Table 4.4:  Respondent on question 2
	Options
	Yes
	No
	Total

	EOQ.
	50

100%
	0
	50

100%

	SIMULATION
	50

100%
	0
	50

100%

	PARETO
	50

100%
	0
	50

100%

	DIM
	50

100%
	0
	50

100%

	MRP
	50

100%
	0
	50

100%

	MARGINAL ANALYSIS
	50

100%
	0
	50

100%

	J-I-T
	50

100%
	0
	50

100%


Field Survey, 2021

From the responses obtained as expressed in the table above, all the respondents said yes to the options provided in the question on the causes of cultism in tertiary institutions. There was no record of no to the given options.

The study, as shown in the table above, found that no single firm applied a single inventory model in isolation to manage their raw materials; instead a combination of models was used for different sets of raw materials. The respondents indicated that the combination of the models was dependent on their knowledge of the model and the models availability in computer software used to monitor inventories.

Question 3: To what extent do your  company apply deterministic inventory model in the management of inventories?
Table 4.5:  Respondent on question 3
	Options
	Frequency
	Percentage

	High Extent
	15
	30

	Low Extent
	30
	60

	Undecided
	50
	10

	Total
	50
	100


Field Survey, 2021

From the responses obtained as expressed in the table above, 30% of the respondents said high extent, followed by 60% of the respondents who said low extent while the remaining 10% were undecided. 

Question 4: Does deterministic inventory model reveal the best quantity of an item to order each time an order is placed?
Table 4.6:  Respondent on question 4
	Options
	Frequency
	Percentage

	Yes
	50
	100

	No
	0
	0

	Undecided
	0
	0

	Total
	50
	100


Field Survey, 2021

From the responses obtained as expressed in the table above, all the respondents constituting 100% said yes, there was no record for no and undecided.

Question 5: Does deterministic inventory model reveal when an order should be placed?
Table 4.7:  Respondent on question 5
	Options
	Frequency
	Percentage

	Yes
	25
	50

	No
	10
	20

	Undecided
	15
	30

	Total
	50
	100


Field Survey, 2021

From the responses obtained as expressed in the table above, 50% of the respondents said yes, 20% of the respondents said no, while the remaining 30% were undecided.

Question 6: Should the quantity of an item be over expected and be held as safety stock in anticipation of variations in demand?
Table 4.8:  Respondent on question 6
	Options
	Frequency
	Percentage

	Yes
	37
	74

	No
	0
	0

	Undecided
	13
	26

	Total
	50
	100


Field Survey, 2021

From the responses obtained as expressed in the table above, 74% of the respondents said yes, while the remaining 26% were undecided. There was no record for no.

Question 7: Should management take advantage of discount offer? 

Table 4.9:  Respondent on question 7
	Options
	Frequency
	Percentage

	Yes
	31
	62

	No
	8
	16

	Undecided
	11
	22

	Total
	50
	100


Field Survey, 2021

From the responses obtained as expressed in the table above, 62% of the respondents said yes, 16% of the respondents said no, while the remaining 22% were undecided.

CHAPTER FIVE

SUMMARY, CONCLUSIONS AND RECOMMENDATIONS:

5.1 Introduction

This chapter summarizes the findings on deterministic inventory model and its application in  Mouka foam industry. The chapter consists of summary of the study, conclusions, and recommendations. 
5.2 Summary of the Study

In this study, our focus was to examine deterministic inventory model and its application in  Mouka foam industry. The study is was specifically focused on identifying: what will be the best quantity of an item to order each time an order is placed? When should an order be placed? What quantity of the item, if any, over the expected requirement should be held as safety stock in anticipation of variations in demand? What quantity of item should be allowed to be backlogged or how much shortage should be allowed? And Should management take advantage of discount offer?.
The study adopted the survey research design and randomly enrolled participants in the study. A total of 50 responses were validated from the enrolled participants where all respondent are staff of Mouka foam industry, Ikeja, Lagos State.
5.3 Conclusions

Based on the findings of this study, the researcher recommends that;

As revealed by the findings, inventory is perceived by the respondents as an asset to be maintained, operation tool to meet customer demands and Strategic competitive tool, as an asset to be maintained and as a strategic competitive tool, as an operation tool to meet customer demands, as an asset to be maintained and as an asset to be maintained and as an operation tool to meet customer demands.
 The inventory models applied by you company include; EOQ, SIMULATION, PARETO, DIM, MRP, MARGINAL ANALYSIS and J-I-T.
The company applies deterministic inventory model in the management of inventories to a low extent.
Deterministic inventory model reveals the best quantity of an item to order each time an order is placed.
Deterministic inventory model reveals when an order should be placed.
The quantity of an item should be over expected and held as safety stock in anticipation of variations in demand.
Management should take advantage of discount offer.
5.4 Recommendation

Based on the findings the researcher made the following recommendations;

The company financial department and inventory should be trained periodically so as to ensure their adequate ability to practically understand and utilize the deterministic inventory model in and when performing inventory activities.

Manufacturing companies should not cease to take proper advantage of discounter offer.

Companies also should ensure adequate utilization of different inventory model that best should the materials of the organization.
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APPENDIXE

QUESTIONNAIRE

PLEASE TICK [√] YOUR MOST PREFERRED CHOICE(S) ON A QUESTION.

SECTION A

PERSONAL INFORMATION

Gender

Male [  ]
Female [  ]

Age 

20-30
[  ]

31-40
[  ]

41-50   [  ]
51 and above [  ]

Educational level

WAEC

[  ]

BSC/HND
[  ]

MSC/PGDE
[  ]

PHD

[  ]

Others……………………………………………….. (please indicate)

Marital Status

Single
[  ]

Married [  ]

Separated [  ]

SECTION B
Question 1: What do you perceived as Inventory?
	Options
	Yes
	No

	As an asset to be maintained, operation tool to meet customer demands and Strategic competitive tool.
	
	

	As an asset to be maintained and as a strategic competitive tool
	
	

	As an operation tool to meet customer demands 
	
	

	As an asset to be maintained
	
	

	As an asset to be maintained and as an operation tool to meet customer demands
	
	


Question 2: What are the inventory models applied by you company?
	Options
	Yes
	No

	EOQ.
	
	

	SIMULATION
	
	

	PARETO
	
	

	DIM
	
	

	MRP
	
	

	MARGINAL ANALYSIS
	
	

	J-I-T
	
	


Question 3: To what extent do your  company apply deterministic inventory model in the management of inventories?
	Options
	Please Tick

	High Extent
	

	Low Extent
	

	Undecided
	


Question 4: Does deterministic inventory model reveal the best quantity of an item to order each time an order is placed?
	Options
	Please Tick

	Yes
	

	No
	

	Undecided
	


Question 5: Does deterministic inventory model reveal when an order should be placed?
	Options
	Please Tick

	Yes
	

	No
	

	Undecided
	


Question 6: Should the quantity of an item be over expected and be held as safety stock in anticipation of variations in demand?
	Options
	Please Tick

	Yes
	

	No
	

	Undecided
	


Question 7: Should management take advantage of discount offer? 

	Options
	Please Tick

	Yes
	

	No
	

	Undecided
	


