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ABSTRACT

This study was carried out with the purpose of analyzing Credit management, credit policy and the performing of  Bank in Akure, ondo state Nigeria. Specifically, the study sought to establish whether there is a relationship between credit policy and performance, capital adequacy and performance and credit risk control and performance. In achieving the objectives assigned by the study, a causal research design was undertaken and that was facilitated by the use of secondary data which was obtained from published audited financial statements of commercial banks and the BOU annual supervision reports.  The study used universal sampling techniques, where 7 banks licensed and operational in Akure, Ondo state, Nigeria   were   selected, multiple regression was used. The findings indicated a significant relationship (r = 0.639) between credit management and the   financial   performance   of   commercial banks in Akure, Ondo state, Nigeria. The coefficient of determination R² was 0;408 meaning that credit management indicators explain up to 40.8% of   variations   in   the   financial performance of commercial banks in Akure, Ondo state, Nigeria. The results from the   coefficients summary in the regression model indicate that the significance of   coefficients   of credit policy (LR), capital adequacy (CAR) and Credit Risk Control  (NPL/TL) are - 0.031, -0.555 and -1.005 respectively. It was therefore found that both the CAR and the NPL/TL are significant though have an impact  at   different   significance   i.e. capital adequacy and Credit Risk control have a greater impact compared to Credit policy (LR) on the financial performance of commercial banks in Akure, Ondo state, Nigeria. It was established that there is no significant relationship between credit policy and performance of banks   in Akure, Ondo state, Nigeria, however, a significant relationship between the credit risk control, capital adequacy and the performance of commercial banks was established. It was recommended that should use a moderate credit policy as a stringent credit will undermine the financial   performance.   Moreover,  banks should seek to adequately control their credit risk by keeping lower their ratio of nonperforming loans which is the major determinant   of   commercial   banks’ financial performance as shown in the study. The Central Bank of Nigeria should encourage banks in Akure, Ondo state, Nigeria to use credit metrics model in controlling its risks

KEYWORDS: credit management, credit policy,  financial performance, commercial banks, Nigeria
CHAPTER ONE

INTRODUCTION

1.1   BACKGROUND OF THE STUDY
Credit is one of the many factors that can be used by a firm to influence demand for its products. According to Horne & Wachowicz (1998), firms can only benefit from credit if the profitability generated from increased sales exceeds the added costs of receivables. Myers & Brealey (2003) define credit as a process whereby possession of goods or services is allowed without spot payment upon a contractual agreement for later payment.

Timely identification of potential credit default is important as high default rates lead to decreased cash flows, lower liquidity levels and financial distress. In contrast, lower credit exposure means an optimal debtors’ level with reduced chances of bad debts and therefore financial health. According to Scheufler (2002), in today’s business environment risk management and improvement of cash flows are very challenging.

With the rise in bankruptcy rates, the probability of incurring losses has risen. Economic pressures and business practices are forcing organizations to slow payments while on the other hand resources for credit management are reduced despite the higher expectations. Therefore it is a necessity for credit professionals to search for opportunities to implement proven best practices. By upgrading your practices five common pitfalls can be avoided. Scheufler (2002) summarizes these pitfalls as failure to recognize potential frauds, underestimation of the contribution of current customers to bad debts, getting caught off guard by bankruptcies, failure to take full advantage of technology, and spending too much time and resources on credit evaluations that are not related to reduction of credit defaults.

Credit management is one of the most important activities in any company and cannot be overlooked by any economic enterprise engaged in credit irrespective of its business nature. It is the process to ensure that customers will pay for the products delivered or the services rendered. Myers & Brealey (2003) describe credit management as methods and strategies adopted by a firm to ensure that they maintain an optimal level of credit and its effective management. It is an aspect of financial management involving credit analysis, credit rating, credit classification and credit reporting. Nelson (2002) views credit management as simply the means by which an entity manages its credit sales. It is a prerequisite for any entity dealing with credit transactions since it is impossible to have a zero credit or default risk.

The higher the amount of accounts receivables and their age, the higher the finance costs incurred to maintain them. If these receivables are not collectible on time and urgent cash needs arise, a firm may result to borrowing and the opportunity cost is the interest expense paid. Nzotta (2004) opined that credit management greatly influences the success or failure of commercial banks and other financial institutions. This is because the failure of deposit banks is influenced to a large extent by the quality of credit decisions and thus the quality of the risky assets. He further notes that, credit management provides a leading indicator of the quality of deposit banks credit portfolio.

A key requirement for effective credit management is the ability to intelligently and efficiently manage customer credit lines. In order to minimize exposure to bad debt, over- reserving and bankruptcies, companies must have greater insight into customer financial strength, credit score history and changing payment patterns. Credit management starts with the sale and does not stop until the full and final payment has been received. It is as important as part of the deal as closing the sale. In fact, a sale is technically not a sale until the money has been collected. It follows that principles of goods lending shall be concerned with ensuring, so far as possible that the borrower will be able to make scheduled payments with interest in full and within the required time period otherwise, the profit from an interest earned is reduced or even wiped out by the bad debt when the customer eventually defaults. Credit management is concerned primarily with managing debtors and financing debts. The objectives of credit management can be stated as safe guarding the companies‟ investments in debtors and optimizing operational cash flows. Policies and procedures must be applied for granting credit to customers, collecting payment and limiting the risk of non-payments.

According to the business dictionary financial performance involves measuring the results of a firm’s policies and operations in monetary terms. These results are reflected in the firms return on investment, return on assets and value added. Stoner (2003) as cited in Turyahebya (2013), defines financial performance as the ability to operate efficiently, profitably, survive, grow and react to the environmental opportunities and threats. In agreement with this, Sollenberg & Anderson (1995) assert that, performance is measured by how efficient the enterprise is in use of resources in achieving its objectives. Hitt et al., (1996) believes that many firms' low performance is the result of poorly performing assets.

Commercial banks earn financial revenue from loans and other financial services in the form of interest fees, penalties, and commissions. Financial revenue also includes income from other financial assets, such as investment income. Bank financial activities also generate various expenses, from general operating expenses and the cost of borrowing to provisioning for the potential loss from defaulted loans.

1.2 STATEMENT OF THE PROBLEM

Sound credit management is a prerequisite for a financial institution’s stability and continuing profitability, while deteriorating credit quality is the most frequent cause of poor financial performance and condition. According to Gitman (1997), the probability of bad debts increases as credit standards are relaxed. Firms must therefore ensure that the management of receivables is efficient and effective .Such delays on collecting cash from debtors as they fall due has serious financial problems, increased bad debts and affects customer relations. If payment is made late, then profitability is eroded and if payment is not made at all, then a total loss is incurred. On that basis, it is simply good business to put credit management at the ‘front end’ by managing it strategically.

JoEtta (2007) also conduct research on bank performance and credit risk management found that there is a significant relationship between financial institutions performance (in terms of profitability) and credit risk management (in terms of loan performance).

Lending or credit creation seek to maximize profitable objective of bank, the rate at which commercial banks borrow from the central bank has gone down to 7% from 7.5%. This is expected to facilitate commercial banks to borrow cheaply so that they also lend cheaply in an attempt to continue supporting Nigeria’s economy. The purpose of this study was to understand credit management, credit policy and the performing of  Bank in Akure, ondo state Nigeria.

1.3 OBJECTIVES OF THE STUDY

The main objective of this study is to examine credit management, credit policy and the performing of  Bank in Akure, ondo state Nigeria. Precisely, this study seeks:

To determine whether there is any significant relationship between the credit policy and the financial performance of banks in Akure, ondo state Nigeria.

To determine whether there is any significant influence of the credit risk control on the financial performance of banks in Akure, ondo state Nigeria.

To determine whether there is any significant relationship between capital adequacy ratio and financial soundness of banks in Akure, ondo state Nigeria.

1.4 RESEARCH HYPOTHESES

The following null hypotheses will be used to validate this study:

H01: There is no significant relationship between the credit policy and the financial performance of banks in Akure, Ondo state Nigeria.

H02. There is no a significant influence of the credit risk control on the financial performance of banks in Akure, Ondo state Nigeria.

H03. There is no significant relationship between capital adequacy ratio and financial soundness of banks in Akure, Ondo state Nigeria.

1.5 SIGNIFICANCE OF THE STUDY

This study will be useful to all banks in Nigeria, and also to the central bank of Nigeria, as it will help enlighten them on credit management, credit policy and how beneficial it is to banks. It will also enlighten the banking sector on the relationship between credit management, credit policy and the performance of  banks.

For students and researchers, this study will serve as a source of information for them when conducting research on related topics.

1.6 SCOPE OF THE STUDY

This study is focused on credit management, credit policy and the performing of  Bank in Akure, Ondo state Nigeria. Precisely, this study is focused on determining whether there is any significant relationship between the credit policy and the financial performance of banks in Akure, ondo state Nigeria, determining whether there is any significant influence of the credit risk control on the financial performance of banks in Akure, ondo state Nigeria, and determining determine whether there is any significant relationship between capital adequacy ratio and financial soundness of banks in Akure, ondo state Nigeria.

Selected banks in Akure, Ondo state, Nigeria will be the respondents of this study.

1.7 LIMITATIONS OF THE STUDY

This study confined to the use of secondary data which raises reliability issues of the data used. Relying on the secondary data means that any error in the source will also be reflected in the research, that is, errors and assumptions not  disclosed in the source documents will also reoccur in the research.

A salient limitation of this paper is the period for which the data is sampled. The sample horizon for this research is short compared to other related studies in the literature. To address this limitation, future research can increase the sample size and also examine the effect of other credit management variables on the financial performance of banks.

Moreover, no moderation or mediation effects were measured in studying the relationship between credit management indicators with the   performance of banks in Akure, Ondo state Nigeria; moderators or mediators should be included in future studies to come up with a model that can significantly explain the performance of banks.

1.8 DEFINITION OF TERMS

Credit Management: Are the various procedures put in place to prevent, minimize or mitigate the challenges associated with issuance of credit.

Credit Policy: Is an institutional method for analyzing credit requests and its decision criteria for accepting or rejecting applications. A credit policy is important in the management of accounts receivables.
Banks:A bank is a financial institution licensed to receive deposits and make loans. Banks may also provide financial services such as wealth management, currency exchange, and safe deposit boxes. There are several different kinds of banks including retail banks, commercial or corporate banks, and investment banks.
CHAPTER TWO

REVIEW OF LITERATURE

INTRODUCTION

Our focus in this chapter is to critically examine relevant literature that would assist in explaining the research problem and furthermore recognize the efforts of scholars who had previously contributed immensely to similar research. The chapter intends to deepen the understanding of the study and close the perceived gaps.

Precisely, the chapter will be considered in three sub-headings:

Conceptual Framework

Theoretical Framework and

Empirical Review of Related Literature
2.1
CONCEPTUAL FRAMEWORK

Concept of Banks

The Banking System

In his work on financial intermediation by banks and economic growth, Badun (2009) notes that there might be some confusion with the terms used in existing research on financial intermediation and growth. He noted that different terms like financial intermediation, finance, financial development, financial system, financial markets and so on, have been used by different authors. However, in almost all papers same indicators are used and all refer to financial intermediation by banks. According to Otto et al. (2012), there are four vital components of a financial system. These include; financial institutions, financial markets, the regulatory authorities and financial instruments. The study also noted that the system in Nigeria has undergone remarkable changes in terms of ownership structure, the depth and breadth of instruments employed, the number of institutions established, the economic environment and the regulatory framework within which the system operates currently. The Nigerian financial system include banks, capital markets, insurance, pension asset managers and other financial institutions with the Central Bank as the apex institution. The banking industry in Nigeria is dominated by the commercial banks. The commercial banks dominate in both size and profitability In Nigeria, the financial system is the hub of productive activity, as it performs the vital roles of financial intermediation and effecting good payments system, as well as assisting in monetary policy implementation. Ofanson et al. (2010) note that the process of financial intermediation involves the mobilization and allocation of financial resources, through the financial (money and capital) markets by financial institutions (banks and non-banks) and by the use of financial instruments (savings, securities and loans). They also suggest that the efficiency and effectiveness of financial intermediation in any economy depend critically on the level of development of the country’s financial system. In effect, the underdeveloped nature of the financial system in most developing countries accounts largely for the relative inefficiency of financial intermediation in those economies. In these countries the financial system is dominated by banks, which are typically oligopolistic in structure and tend to concentrate on short-term lending as against investments with long-term gestation period. The alternative/complementary source for financing development projects is the development of debt or equity markets which at best, is at the rudimentary stage of development. It is in this regard that specialized financial institutions, including government owned development banks have been established in Nigeria to bridge the gap.

History of Banking

The history of banking began when empires needed a way to pay for foreign goods and services with something that could be exchanged easily. Coins of varying sizes and metals eventually replaced fragile, impermanent paper bills. Coins, however, needed to be kept in a safe place, and ancient homes did not have steel safes. According to World History Encyclopedia, wealthy people in ancient Rome kept their coins and jewels in the basements of temples. The presence of priests or temple workers, who were assumed devout and honest, and armed guards added a sense of security. Historical records from Greece, Rome, Egypt, and Ancient Babylon have suggested that temples loaned money out in addition to keeping it safe. The fact that most temples also functioned as the financial centers of their cities is a major reason why they were ransacked during wars.3 Coins could be hoarded more easily than other commodities, such as 300-pound pigs for example, so a class of wealthy merchants took to lending coins, with interest, to people in need. Temples typically handled large loans and loans to various sovereigns, and wealthy merchant money lenders handled the rest.

The First Bank

The Romans, who were expert builders and administrators, extricated banking from the temples and formalized it within distinct buildings. During this time, moneylenders still profited, as loan sharks do today, but most legitimate commerce and almost all government spending involved the use of an institutional bank According to World History Encyclopedia, Julius Caesar, in one of the edicts changing Roman law after his takeover, gives the first example of allowing bankers to confiscate land in lieu of loan payments. This was a monumental shift of power in the relationship of creditor and debtor, as landed noblemen were untouchable through most of history, passing debts off to descendants until either the creditor or debtor's lineage died out. The Roman Empire eventually crumbled, but some of its banking institutions lived on in the form of the papal bankers that emerged in the Holy Roman Empire and the Knights Templar during the Crusades. Small-time moneylenders that competed with the church were often denounced for usury.

Visa Royal

Eventually, the various monarchs that reigned over Europe noted the strengths of banking institutions. As banks existed by the grace, and occasionally explicit charters and contracts, of the ruling sovereignty, the royal powers began to take loans to make up for hard times at the royal treasury, often on the king's terms. This easy financing led kings into unnecessary extravagances, costly wars, and arms races with neighboring kingdoms that would often lead to crushing debt. In 1557, Philip II of Spain managed to burden his kingdom with so much debt (as the result of several pointless wars) that he caused the world's first national bankruptcy—as well as the world's second, third, and fourth, in rapid succession. This occurred because 40% of the country's gross national product (GNP) was going toward servicing the debt.5 The trend of turning a blind eye to the creditworthiness of big customers continues to haunt banks today.

Adam Smith and Modern Banking

Banking was already well-established in the British Empire when Adam Smith introduced the "invisible hand" theory in 1776. Empowered by his views of a self-regulated economy, moneylenders and bankers managed to limit the state's involvement in the banking sector and the economy as a whole.1 This free-market capitalism and competitive banking found fertile ground in the New World, where the United States of America was about to emerge. Initially, Smith's ideas did not benefit the American banking industry. The average life for an American bank was five years, after which most banknotes from the defaulted banks became worthless. These state-chartered banks could, after all, only issue banknotes against the gold and silver coins they had in reserve. A bank robbery meant a lot more then than it does now in the age of deposit insurance and the Federal Deposit Insurance Corporation (FDIC). Compounding these risks was the cyclical cash crunch in America. Alexander Hamilton, a former Secretary of the Treasury, established a national bank that would accept member banknotes at par, thus floating banks through difficult times. After a few stops, starts, cancellations, and resurrections, this national bank created a uniform national currency and set up a system by which national banks backed their notes by purchasing Treasury securities, thus creating a liquid market. The national banks pushed out the competition through the imposition of taxes on the relatively lawless state banks. The damage had been done already, however, as average Americans had already grown to distrust banks and bankers in general. This feeling would lead Texas's state to outlaw corporate banks—a law that stood until 1904.

Merchant Banks

Most of the economic duties that would have been handled by the national banking system, in addition to regular banking business like loans and corporate finance, fell into the hands of large merchant banks because the national banking system was sporadic. During this unrest that lasted until the 1920s, these merchant banks parlayed their international connections into political and financial power. These banks included Goldman Sachs, Kuhn, Loeb & Co., and J.P. Morgan & Co. Originally, they relied heavily on commissions from foreign bond sales from Europe, with a small back-flow of American bonds trading in Europe. This allowed them to build capital.

At that time, a bank was under no legal obligation to disclose its capital reserves, an indication of its ability to survive large, above-average loan losses. This mysterious practice meant that a bank's reputation and history mattered more than anything. While upstart banks came and went, these family-held merchant banks had long histories of successful transactions. As large industries emerged and created the need for corporate finance, the amounts of capital required could not be provided by any single bank, and so initial public offerings (IPOs) and bond offerings to the public became the only way to raise the required capital. The public in the United States, and foreign investors in Europe, knew very little about investing because disclosure was not legally enforced. For this reason, these issues were largely ignored, according to the public's perception of the underwriting banks. Consequently, successful offerings increased a bank's reputation and put it in a position to ask for more to underwrite an offer. By the late 1800s, many banks demanded a position on the boards of the companies seeking capital, and if the management proved lacking, they ran the companies themselves.

J.P. Morgan and Monopoly

J.P. Morgan & Co. emerged at the head of the merchant banks during the late 1800s. It was connected directly to London, then the world's financial center, and had considerable political clout in the United States. Morgan and Co. created U.S. Steel, AT&T, and International Harvester, as well as duopolies and near-monopolies in the railroad and shipping industries, through the revolutionary use of trusts and a disdain for the Sherman Antitrust Act. Although the dawn of the 1900s saw well-established merchant banks, it was difficult for the average American to obtain loans. These banks didn't advertise, and they rarely extended credit to the "common" people. Racism was also widespread, and although bankers had to work together on large issues, their customers were split along clear class and race lines. These banks left consumer loans to the lesser banks that were still failing at an alarming rate.

The Panic of 1907
The collapse in shares of a copper trust set off a panic, a run on banks, and stock sell-offs, which caused shares to plummet. Without the Federal Reserve Bank to take action to calm people down, the task fell to J.P. Morgan to stop the panic. Morgan used his considerable clout to gather all the major players on Wall Street to maneuver the credit and capital they controlled, just as the Fed would do today.2
The End of an Era
Ironically, this show of supreme power in saving the U.S. economy ensured that no private banker would ever again wield that power. Because it had taken J.P. Morgan, a banker who was disliked by much of America for being one of the robber barons along with Carnegie and Rockefeller, to save the economy, the government formed the Federal Reserve Bank (the Fed) in 1913. Although the merchant banks influenced the structure of the Fed, they were also pushed into the background by its formation.Even with the establishment of the Fed, financial power and residual political power were concentrated on Wall Street. When World War I broke out, America became a global lender and replaced London as the center of the financial world by the end of the war. Unfortunately, a Republican administration put some unconventional handcuffs on the banking sector. The government insisted that all debtor nations must pay back their war loans, which traditionally were forgiven, especially in the case of allies, before any American institution would extend them further credit. This slowed down world trade and caused many countries to become hostile toward American goods. When the stock market crashed on Black Tuesday in 1929, the already sluggish world economy was knocked out. The Fed couldn't contain the crash and refused to stop the depression; the aftermath had immediate consequences for all banks. A clear line was drawn between banks and investors. In 1933, banks were no longer allowed to speculate with deposits, and Federal Deposit Insurance Corporation (FDIC) regulations were enacted to convince the public it was safe to come back. No one was fooled and the depression continued.
World War II Stimulates Recovery
World War II may have saved the banking industry from complete destruction. WWII and the industriousness it generated stopped the downward spiral afflicting the United States and world economies.  For the banks and the Fed, the war required financial maneuvers using billions of dollars. This massive financing operation created companies with huge credit needs that, in turn, spurred banks into mergers to meet the demand. These huge banks spanned global markets.  More importantly, domestic banking in the United States had finally settled to the point where with the advent of deposit insurance and mortgages, an individual would have reasonable access to credit.
The Evolution Of The  Nigerian Banking Sector

The banking operation began in Nigeria in 1982 under the control of the expatriates and by 1945, some Nigerians and Africans had established their own banks. The first era of consolidation ever recorded in Nigerian banking industry was between 1959-1969. This was occasioned by bank failures during 1953-1959 due to the liquidity of banks. Banks, then, do not have enough liquid assets to meet customer demands. There was no well organised financial system with enough financial instruments to invest in. Hence, banks merely invested in real assets which could not be easily realised to cash without loss of value in terms of need. This prompted the federal government then, backed by the World bank report to institute, of the loynes commission on September 1958.


The outcome was the promulgation of the ordinance of 1958, which established the Central bank of Nigeria(CBN). The year 1959 was remarkable in the Nigerian banking history not only because of the establishment of Central Bank of Nigeria(CBN) but that the treasury bill ordinance was enacted which led to the issuance of our first treasury bill in April, 1960.


The period (1959-1969) marked the establishment of former money, capital markets and portfolio management in Nigeria, in addition,Â  the company acts of 1968 were established. This period could be said to be the genesis of serious banking regulation in Nigeria. With the CBN in operation, the banking industry restructing was motivated by the need to establish a healthy banking sector that will carry out its financial intermediation role at a minimal cost which effectively provides services consistent with world standards. The major aim of the consolidation program was to store up the capital base of banks consolidated through mergers and take-over to local banks. This allows foreign banks to participate in the banking industry by providing additional capitalisation through investment infrastructure in new banking products, operating technologies and buying shares of the existing banks. The banking sector reforms, involve the reform of the regulatory and supervisory framework, the safety net arrangement as well as mechanisms to speed up attempts at resolution of banks non-performing loans. In an attempt to revitalize the banking system, a package were comprising among others.

The Development Of Banking Industry In Nigeria

Banking services development in Nigeria as a sideline to other commercial activities of Elder Dempster Company. According to available information, the first real bank in Nigeria was the African Banking Corporation founded in 1892. In 1894, Bank of British West African Banking Corporation which called the bank of West African on Nigeria‟s Independence and later called the Standard Bank of Nigeria Limited and subsequently changed its name to First Bank of Nigeria Ltd now Plc had complete monopoly of business in the banking industry until the establishment in 1917 of the colonial bank. The Colonial Bank opened branches in Jos, Kano, Lagos and Port Harcourt. In 1952 the bank changed its name to Barclays Bank DCO and is now called Union Bank of Nigeria Plc.

Indigenous participation in the Banking Industry started in 1929 with the establishment of the Industrial and Commerce Bank by a group of Nigerian and Ghanaian Entrepreneurs. The Bank failed in 1930 due to inadequate capital, poor management, hostile and unfair competition from the foreign established banks.Undaunted by the failure of the first attempt at establishing an indigenous bank, another group of entrepreneurs, this time all Nigerians among whom were the late Dr. A. Maja, Chief T. A. Doherty and Late H. A. Subair established the Nigerian Merchant Bank in 1933. The bank was more successful than its predecessor, but like it, also failed in 1936. Meanwhile the same group of indigenous pioneers in field of banking had established in 1993 the National Bank of Nigerian Limited, which was to make history by being the first indigenous bank to survive though with some few problems to the 1952 Banking Ordinance. The success of National Bank Limited through careful management by the Western Regional Government inspired other Nigerians to go into banking business and in 1945, Chief Okupe established the Agbonmagbe bank. As a private enterprise it thrived. It thus became the fourth indigenous bank to be established. It also survived though it ran into difficulties in 1967, it was saved by the Western Nigerian Development Corporation (WNDC), later IICC and now Odua Investment Corporation who took over its operations and changed its name to Wema Bank Limited. The Nigerian Penny Bank was the fifth indigenous bank to be established but it packed up operations with disastrous consequences to depositors soon after registration in 1946. In 1946, Dr. Azikiwe established the Tinubu Bank to serve the Zik Group of the Companies, which was established in 1941 called Tinubu Properties Ltd. The name of the bank was changed to the African Continental Bank in 1947 with its first office in Yaba. In 1949, another foreign bank, British and French Bank was established. The bank was re-established in 1961 by a consortium of five foreign banks. Since then it has been known as the United Bank for African (UBA). In order to have further insight into the history and development of the Banking industry in Nigeria, from the establishment of the first in 1892 to date, it will be convenient to drive the period into three distinct eras.

ERA OF UNRESTRICTED BANKING 1892 - 1952

From 1892 when the first bank was established and 1952 when the first banking ordinance was passed, there was excessive and unbridled proliferation of banks in Nigeria. Almost all fizzled away before December 1953 because of: 

Inadequate capital base 

Inexperienced staffing 

Ill – equipped offices 

Unskilled management 

Inability to meet the demands of new government regulations. All that was necessary were registration of business name like in any other trade, office accommodation, signboards and a handful of bank clerks. The experience of this period is now a subject of history. The country witnessed indiscriminate establishment of banks by all comers and consequently catastrophic failure of many. Regrettably 22 of 24 banks that failed were indigenous, while the other two were of mixed ownership, which is foreign and indigenous.

THE PERIOD OF REGULATED BANKING

The collapse, for example, of the Nigeria Penny Bank in 1946, where depositors lost their savings, brought public outcry and Government was forced to set up the Paton commission of Enquiry. The recommendations of the commission were made known in 1948, and the first banking ordinance was passed in May 1952. This ordinance and the Act that later replaces it tried to give a definition of “bank” as any person who carried on banking business, and banking business is further defined as the business of receiving money on current account and collecting cheques drawn by or paid in by customers and of making advances to customers.

The ordinance also stipulated, among other things a minimum paid up capital of £12,500 (N25,000) if the bank head office is in Nigeria or £200,000 (N400,000) if the head office is outside Nigeria. The 1958 ordinance stipulated a penalty of not less than £50 (N 100) for each day any contravention continued. The paid up capital was again raised in 1969 to £300,000 (N 600,000) for indigenous banks and £750,000 (N1, 500,000) for foreign banks. The next landmark in the history of banking business was the enactment on 15th May 1958, of the Central Bank of Nigeria Act which provided for the establishment of a bank to issue, the notes and coins of which should be legal tender throughout Nigeria. The act also provided that the Central Bank is the Banker to the government and was given certain powers over all the commercial banks and financial institutions. Another major landmark in the banking industry was promulgation of the Companies Decree in 1968, which requires all companies, (including banks) operating in Nigeria to be locally incorporated as Nigerian companies irrespective of whether they were former branches of overseas companies or bankers with Headquarters abroad. The fourth legislative landmark was the promulgation of the Nigerian Enterprises promotion Decree of 1972, which empowers the Federal Government to acquire (40) per cent of the equity shares in all banking companies not wholly owned by Nigerians. The decree was later amended in 1977 to increase Government acquisition to sixty (60) per cent. Establishment of banks during this period was pursued with extreme caution. The First Bank to be established after the 1952 Ordinance was the Muslim Bank, which was established in 1958. It ceased operations in 1969 because it could not comply with the provisions of the banking Decree promulgated that year. The Co-operation Bank Limited and that of Co-op & Commerce were established, the Banque Internationale de L‟Afrique Occidentale (now Afribank Nigeria Plc) was established in 1959. The Bank of America was established in 1960. Chase Manhattan Bank (now merged with standard Bank) in 1961, Bank of India and Arab Bank in 1962. Three mixed Banks were also established during the period they are: The Bank of Lagos a joint venture between some Swedish and Nigeria national, the Berini Beinut Riyad Bank Ltd, and the Bank of the North Ltd, were formed in partnership with certain Lebanese group of Banks. The first two of these three banks, which were all established in 1959, have ceased to operate and the Government of Northern States of Nigeria has covered the third, Bank of the North Ltd.

THE POST CIVIL WAR ERA

The end of the Civil War witnessed the implementation of massive reconstruction projects by the various State Governments, and the establishment of state-owned banks. In 1970, the mid-Western State now Edo and Delta States established the New Nigerian Bank. This was quickly followed by the establishment of the Pan African and Mercantile Banks by the Rivers State and South-Eastern (now Cross River State) respectively. Notwithstanding the open pessimistic opinions expressed by renowned academicians against the establishment of state banks, records to date show that they are making steady progress until of recent when some started rearing symptoms of distress in the Banking Industry. Other state banks have since been established and these are the Kaduna Co-operative Bank Ltd., known as Nigerian Universal Bank and Kano Co-operative Bank known as Tropical Commercial Bank both established by the Kaduna and Kano State Governments respectively. Other banks established during this period are Continental Merchant Bank, First National City Bank of Chicago later became International Merchant Bank Ltd., ICON Limited (Merchant Bankers) and Societe Generale Bank (Nig.) Ltd, Inland Bank of Nigeria Plc.

FINANCIAL LIBERATION ERA

The financial liberation and deregulation policies adopted in the wake of the Structural Adjustment Programme (SAP) introduced in 1986 resulted in phenomenal growth in the number and variety of Financial Institutions, volume and complexity of operation also on the number of products offer as a result of innovation and increased competition. The financial sector within this regime of deregulation, re-regulation, and guided deregulation witnessed increased number of banks in the economy. The explosion in the number and variety of Financial Institution between 1986 and 1991 resulted in over stretching of available managerial capacity, which manifested in financial distress and eventual demise for some financial institutions. In response to this unsavoury development the Regulatory/Supervisory Bodies had to withdraw two (2) Banks‟ Licenses in January 1994. One license had to be withdrawn in June 1995. The worst scenarios was in January, 1998 when twenty six (26) licenses were withdrawn, thus putting the total figure at thirty one (31) distressed banks in this era; a very sad event that has brought untold hardship to all stakeholders.

CONSOLIDATION ERA

This distress witnessed in the banking industry in the 90‟s brought about the loss of confidence in the sector. A number of measures were put in place to ensure adequate capital base for the banks. The minimum capital was increase to N2 billion in 2002. The reform agenda of the Federal Government led by Chief Olusegun Obasanjo brought the banking reform of year 2004 which put the minimum paid up capital of a universal bank at N 25billion. The primary objective of the reforms is to guarantee an efficient and sound financial system. The reforms are designed to enable the banking system develop the required resilience to support the economic development of the nation by efficiently performing its functions as the fulcrum of financial intermediation (Lemo 2005). The reforms were to ensure the safety of depositor‟s money, position banks to play active developmental role in the Nigeria economy, and become major players in the sub-regional, regional and global financial markets. Prior to the just concluded banking sector consolidation programme induced by the CBN 13-point reform agenda, which was announced on the 6th July, 2004, the Nigerian banking system was highly oligopolistic with remarkable features of market concentration and leadership. Lemo (2005) notes that the top ten (10) banks were found to control:  more than 50% of the aggregate assets  more than 51% of the aggregate deposit liabilities; and  more than 45% of the aggregate credits. Thus the system was characterized by:  

Generally small-sized fringe banks with very high overheads costs  

Low capital base averaging less than $10million or N1.4billion;  

Heavy reliance on government patronage (with 20% of industry deposits from government sources) Furthermore, twenty-four out of the eighty-nine deposit-money banks that existed then exhibited one form of weakness or the other. Prominent among such weaknesses are under-capitalization and /or insolvency, illiquidity, poor asset quality, weak corporate governance, boardroom squabbles, dwindling earnings and in some cases, loss making. The unhealthy competition that existed in the market, which was engendered by the relative ease of entry into the market as a result of the low capital base,necessitated some banks going into rent-seeking and non-banking businesses, which are not related to core banking functions. Some of the banks were preoccupied with trading in foreign exchange, government treasury bills and sometimes, indirect importation of goods through surrogate companies. From the foregoing it was apparent that a reform of the banking system in Nigeria was inevitable; it was only a question of time.
Bank Services

Banks as financial intermediaries have two basic traditional functions: deposit collection and lending. All services rendered by banks are more or less incidental to these two functions. For instances when banks collect deposits from customers for safe-keeping, they go ahead and pay interest to these customers. This is a way of encouraging the customers to save more. Other bank services either help to retain the deposit of customers by providing them with a one-shop facility where they can have access to other services or help to create an outlet for lending.

Concept of Commercial Bank

The banking industry in Nigeria comprises of the commercial banks, the merchant banks and the development bank. At the apex of the industry is the central bank of Nigeria (CBN). The commercial banks provides services like acceptance of deposits, granting of short and (very recently) medium term loans to customers, safe-keeping of valuables, offering of pieces of advice to investors ect. The merchant bank on the other hand provide medium and long-term loans etc. The development banks services the development activities by making available about medium and long-term finances for this purpose. The central bank functions regulate the activities of these banks.

Easily, we can point at a member of factors that may be contributing to the unhealthiness and instability in the banking sector. Such factors as unstable macro-economic and fiscal policies, unethical and unprofessional practices, as well as inadequate supervisory activities, rank high on the scale. Developments in the Nigerian political economy since the mid 80s have greatly led to changes in the structure and art of banking. The period witnessed the proliferation of banks and other financial institutions. From CBN annual report (1994), there were 66 (sixty-six) commercial banks and 54 fifty-four) Merchant banks in Nigeria. According to the CBN diary 2003, as at June 2002, we had the following licensed financial institution 89 (eighty-nine) commercial and Merchant banks, 6 (six) development finance institutions, 97 (ninety-seven), finance companies and 125 (one hundred and twenty five) Bureau de change companies in Nigeria.

Services of Commercial Banks

Since the day that the job of the service in regular day to day existence got clear, the services quality issue was considered as the principle highlight of rivalry among organizations with the goal that given the quality of services, the organization can be become different from its competitors and this results in achieving competitive advantage. 
Gronroos (2000) defined service as, “A service is a process consisting of a series of more or less intangible activities that normally take place in interactions between the customer and service employees or physical resources or goods and/ or systems of service provider, which are provided as solutions to customer problems”.  Services are a continuous process of on-going interactions between customers and service providers comprising a number of intangible activities provided as premium solutions to the problems of customers and including the physical and financial resources and any other useful elements of the system involved in providing these services (Grönroos, 2004). Premium service quality is a key to gain a competitive advantage in services industry. The satisfaction level of customers is dependent on their perception of service quality and the trust in service provider (Ismail et al., 2006; Aydin & Özer, 2005; and Parasuraman et al., 1988). By providing better quality services to customers, a firm revives the perception of customers about quality of services.

Fogli (2006) defined term service quality as “a global judgment or attitude relating to particular service; the customer’s overall impression of the relative inferiority or superiority of the organization and its services”. The connection between services quality and consumer satisfaction has been submitted to exceptional investigation by leading service quality specialists (Bitner and Hubbert,1994; Bolton and Drew, 1994), just as the connections between quality, consumer satisfaction, client maintenance and gainfulness (Storbacka et al., 1994). Thus, as a core competitive strategy banks need to concentrate on service quality (Chaoprasert and Elsey,2004). One of the ways to improve quality of service is by fulfilling customers’ expectations. Kotler and Keller (2009: 143) characterize client focused quality and state quality is the entirety of highlights and attributes of an item or service that relies upon their capacity to satisfy expressed or inferred needs. We can say that the seller has conveyed quality when the item or service has met or surpassed client desires.

According to Blerry (2009) quality of banking services is measured in tangible variables. Those tangibles are things which have a physical existence and can be seen and touched. In context of service quality, tangibles can be referred to as Information and Communications Technology (ICT) equipment, physical facilities and their appearance (ambience, lighting, air-conditioning, seating arrangement); and lastly but not least, the services providing personnel of the organization (Blery et al., 2009). These tangibles are deployed, in random integration, by any organization to render services to its customers who in turn assess the quality and usability of these tangibles. 

Reliability of Services: Reliability means the ability of a service provider to provide the committed services truthfully and consistently (Blery et al., 2009). Customers want trustable services on which they can rely. Reliability explains the promptness of delivering Ebanking services in an accurate way an inline advertised attributes. Many studies (Bacinello et al., 2017; Graupneret al., 2015; Masoud & AbuTaqa, 2017) argues that the success of e-banking heavily depend on e-banking services and reliability. Hasandoust & Saravi, (2017) confirmed that reliability is among the key factors that customers consider before and even during usage of E-banking services. Consequentially, prior researchers have revealed that reliability (such as prompt responses, attentiveness, and error free E-banking plat forms) have a considerable impact on customer satisfaction

Assurance: Assurance is developed by the level of knowledge and courtesy displayed by the employees in rendering the services and their ability to instill trust and confidence in customer (Blery et al., 2009).

Empathy: Empathy means taking care of the customers by giving attention at individual level to them (Blery et al., 2009). It involves giving ears to their problems and effectively addressing their concerns and demands.

Convenience: Convenience is considered to be the dimensions of E-banking that enables customers to access Ebanking services at any time and beyond the limit of geographical location (Villa-Real, 2014; Chu et al., 2012; Fonchamnyo, 2013; Chavan, 2013). The conveniences of E-banking for enabling customers to check their account balance, pay bills, apply for loan, trade securities and conduct other financial transactions 27/7; have make customers to become satisfied when they are able to perform their banking transition at any geographical location. Previous studies have also empirically acknowledged a positive relationship between e-banking convenience and customer satisfaction. For example, Chu et al., (2012); Raza et al., (2015); Amin, (2016) and Mou et al., (2017) explained convenience as the critical dimensions for the success of adopting and patronising E-banking among customers. Thus, it's therefore hypothesis in this study that conveniences a dimension of e-banking services has a positive impact on customer satisfaction.

Availability: E-banking availability is recognised as the ability of users to access banking information and services from the web. Customers can access e-banking services only when the services is available (Rao, 2017). 

Quality customer service is the assessment of the merits or feature of a product or service”. Characterized as clients' appraisal on advantages or uniqueness of an item (Zeithaml, 2008:89). The service quality factors recognized by Parasuraman et al., (1994) are reliability, responsiveness, competence, accessibility, courtesy, communication, credibility, security, understanding and tangibility. According Zeithaml and Bitner (2008:112), service consists of five dimensions: Reliability, Assurance, tangibility, Responsiveness and Empathy.

1.Reliability is the ability to perform the services certainly and correctly. While responsive is the capacity to support clients and give quick services.

2. Assurance serves to increase customer confidence from service providers, who meet customer requirements. 

3.While tangible dimension is physical appearance of service providers such as buildings, equipment layout, interior and exterior, and physical appearance of service providers ’personnel. 

4. Empathy, is specialist co-ops' capacity to focus on clients. Service quality has several indicators: a) Ability to perform the promised services b) Knowledge and politeness c) Care for customers d) Willingness to help customers e) 

Appearance of physical facilities One of the reasons of the switching of clients starting with one bank then onto the next bank is on the grounds that clients aren't happy with the manner in which the bank takes care of issues or handles issues. For researchers, Service quality is one of the most attractive areas over the last decade in the retail banking sector (Avkiran, 1994; Stafford, 1996; Johnston and Jeffrey, 1996; Angur et al., 1999; Lassar et al., 2000; Bahia and Nantel, 2000; Sureshchandar et al., 2002; Gounaris et al., 2003; Choudhury, 2008). Service quality is considered as one of the critical success factors that influence the competitiveness of an organization. A bank by providing high quality service, can make a difference from competitors (Mistry, 2013,).


Levine et al., (1997) as quoted in Badun(2009) distinguish five basic functions of financial

system, and these include;

i. Facilitation of risk management

ii. Allocation of resources

iii. Monitoring of managers and control over corporate governance

iv. Savings mobilization

v. Causing the exchange of goods and services

They also assert that financial systems differ in how successfully they are performing these

functions.(Badun, 2009).

Reasons Why People Use a Bank‟s Services. 

To keep their funds safe and secure. There can be little doubt that this is the most fundamental and important reason of all. Cash kept at home will always represent a serious security hazard, and the greater the amount of cash kept there, the greater the hazard.
To obtain interest payments and other return on investment. In many respects this reasons goes hand-in-hand with the first one: people rightly regard interest payments and other returns as the reward for putting their money in a safe place.
To obtain convenient access to cash. Once the customer‟s funds are in safe hands and interest is being earned on them, the next most important reason for using bank‟s services is to give the customers access to cash. the majority of counter transaction undertaken at a bank branch involved the cashing of a cheques or
To obtain convenient access to payment facilities. After the need to obtain access to cash, obtaining access to payment facilities is clearly the customer‟s next big priorities. The new banking reform has brought about revolution in banking by proving customers with a remarkable range of payment facilities, mainly based around the plastic bank card (Yakubu, & Affoi, 2014).
To obtain access to loan facilities. Most customers -even very wealthy ones need access at some point in their lives to facilities to borrow money especially in order to buy especially in order to buy expensive items like machinery, vehicles or property. Facilities could also be in form of overdraft, which allows a customer to withdraw funds from his account or make payments from it over and above what his has in the account. Overdraft limits will typically be marked in advance and the customer is expected to adhere to them. The principal difference between loan and overdraft is that the loan is regarded as drawn as soon as it is made, with interest being levied on the whole amount of the loan, and whereas with the overdraft, interest is only levied on funds withdraw as part of the overdraft facility.
To obtain status and equality with peer groups. This is an increasingly important customer motivation for using a bank‟s services. Typical examples of products that seek to exploit the status-seeking desire of some customers are gold and platinum credit cards which usually come with certain special privileges, as well as access to a range of banking services (Yakubu, & Affoi, 2014).
Products that confer equality with peer groups are mainly important to the young. Most banks have some products designed to be targeted at younger customers, and usually marketed and advertised according to a youthful theme. Status seeking on the part of well-paid professional is an increasingly important motive for using and buying banking services, and likely to become even more important in the recent times. Banks are keen to increase their customer base of hardworking people with high incomes and will take all sorts of steps to win customers over using products that convey status.
The Factors Affecting Demand For Bank Services.

Theses are the factors that can cause a customer to buy or not to buy a particular service. These are: 

1. The Price of the service 

2. The Technology 

3. Changes in Taste & Preference 

4. The Price of other commodities (services) 

5. Population (i.e. number of people demanding for the service) 

6. Changes in income and wealth of customer.

Many commercial banks will say that price or interest rate is the most important factor in winning or losing business. If this is so, it implies that in all other respects of the bank relationship there is no difference between offerings in the market place. That is to say, banking services are no more or less than the sale of commodities which is solely a function of price. Clearly, this is not so and no self-respecting banker would deny his skills as a businessman able to solve business problems for his customers. Consequently, we need to consider what exactly is meant by price and what its role is in selling banking service. To find the answer it is important to look at the question from the customer‟s point of view (Yakubu, & Affoi, 2014). In deed, think back to when you last made a purchase of a significant item. Were you guided solely by considerations of price or was it a more subtle decision? If one considers the purchase of a portable television set, the reality is that you will consider the following points:

The quality of the picture 

2. The record of reliability for this type of set

3. Whether a guarantee is provided for what period of time 

4. The general image of the manufacturer 

5. Availability of set/delivery time 

6. Maintenance facilities 

7. Credit Facilities

Price is not mentioned above although, of course, it is an important factor. In deed it is likely that in reviewing the range of sets available, you will have had as much if not greater influence on decision. Taking this into the banking field, the reality is that whilst price, plays its part, other factors are also important. So, in looking at a mortgage facility, the prospective customer is very interested to know the following:

How much can be borrowed? 

2. How long the repayment period will be? 

3. How quickly a mortgage can be arranged? 

4. Whether any assistance can be given on bridging a sale to purchase a transaction. 

5. If the bank can introduce a solicitor, surveyor and other professionals. 

6. If the provision of a mortgage will have any effect on obtaining a loan to improve the property

These are dominant factors and only after they have been resolved satisfactorily will the question of price come into play. In fact, price in this case is defined in interest rate terms and yet the customer is generally more interested in how much it will cost each month. As an example in the corporate sector, let us consider a long term loan for buying plant and property to assist in the expansion of a company. Here, it must be remembered that the decision maker is not as straight forward as in personal sector and indeed may include more than one person (Yakubu, & Affoi, 2014). Consequently, a decision will be taken after careful appraisal of:
How much will be lent? 

Duration to return the borrowed sum 

What security will be needed 

Is there a repayment holiday on the phase of the loan? 

Is it necessary to supply large amount of data/information to the bank to get agreement? 

As the finance director, does it make my life easier? 

As the owner of the business, does this have any adverse effect on getting my capital out of the company when I sell or retire?

Of course, price‟ also has its impact but it will come at a later stage in the research. Indeed, it is very often the last factor to discuss and resolve. It will therefore be seen that price does not figure as large in the customer‟s assessment as others thought it to be the case.

The Concept of Credit
According to Onyeagocha (2001), the term credit is used specifically to refer to the faith placed by a creditor (lender) in a debtor (borrower) by extending a loan usually in the form of money, goods or securities to debtors. Essentially, when a loan is made, the lender is said to have extended credit to the borrower and he automatically accepts the credit of the borrower.

Credit can therefore be defined as a transaction between two parties in which the creditor or lender supplies money, goods and services or securities in return for promised future payments by the debtor or borrower.

There are three major types of credit. These are commercial credit, consumer credit and investment credit.

Commercial credit can be bank credit such as overdraft, loans and advances; trade credit from suppliers; commercial papers (or note); invoice discounting; bill finance; hire purchase; factoring etc.

Consumer credit is a kind of permission granted to an individual or a household to purchase goods like refrigerator, television, car, electronic sets, which could not be paid for immediately but for which instalment payments are made over a period of time.

Investment credit allows a business concern such as corporate body, sole proprietorship or partnership to obtain credit for capital goods for expansion of factoring or procurement of machinery.

The tenor of a loan varies from short to medium, role to long term depending on the institution, nature and functions (Yakubu, & Affoi, 2014).

The importance of credit (and consequently the role of banks) in the economic growth and development of a country cannot be over-emphasize. The functions of credit are primarily two: it facilitate the transfer of capital or money to where it will be most effectively and efficiently used; and secondly, credit economizes the use of currency or coin money as granting of credit has a multiplier effect on the volume of currency or coin in circulation. Perhaps, we need to add here that the cost of credit (notable interest and discount rate) is one of essential tools to be used to control and regulate money by the central bank of Nigeria through its monetary policy.

Despite the important role played by credit in the economy, it is associated with a catalogue of risks. According to Obalemo (2004), credit risk is an assumed risk that a borrower won‟t pay back the lender as agreed.

The various types of credit risks include management risk, geographical risk, business risk, financial risk and industrial risk. The probable occurrence of partial or total default requires a thorough risk assessment prior to granting loans.

Origin of Bank Credit

According to Wachira, (2015), the origin of bank credit could be traced to the medieval times, long before the advent of goldsmiths in the western civilization. As far back as 1850 BC, lending activities were recorded in the temple Samas in sipper of Babylon. The actual existence of the temple covered a century or two previously. During this period, lending was primarily for consumption and the imposition of interest was termed as exploitation. One of the earliest enactments on bank lending is Hebrew Law. Hebrew Law recognized lending but prohibited the taking of interest. Enrichment through lending with interest was frowned at and severe punishments were prescribed for such acts. This was later incorporated into Mosaic laws which prescribed thus, “You shall not lend upon interest to your brother”. About 1545, the mosaic laws were abolished and the taking of interest on loans was made legal. The Arabic civilization also recognized lending activities, but usury is condemned and prohibited as much as possible (Wachira, 2015).

However, as commerce developed and as the opportunities for transactions in money became abundant, secular practices went in the direction of lending with interest. Modern principles and practices of bank lending could be traced to the activities of goldsmiths who transacted business in benches and which formed the basis for formal banking business which started in 1587in Venice-Italy. In Nigeria, the origin of lending could be traced to the activities of traditional financial intermediaries, long before the advent of the colonial masters. These intermediaries developed as a consequence of the credit needs of the rural population. It is noteworthy that the basic occupation of the rural populace was peasant farming and crafts and these sustained the unformalized intermediation structures available at that time. These intermediaries consist of voluntary “ESUSU” groups, age grade associations, village rural development schemes, family fund pools, extended family cooperatives funds, social clubs etc. Essentially, people relied on these groups for their credit needs (Wachira, 2015).

The traditional financial intermediaries constitute substantial source of credit for economic activities prior to the advent of commercial banks in Nigeria. It is not worthy that today, that role has not been entirely eliminated by the presence of organized banks. The impacts of these institutions are still felt in the rural and semi-urban centres. Basically they serve three functions: savings function, credit function and investment function.

Crédit Management

Bert et al. (2003) define credit management as a process of granting credit, the terms it's granted on and recovering this credit when it's due. This is the function within a bank or company to control credit policies that will improve revenues and reduce financial risks. The Credit Management  function incorporates all of a commercial bank’s activities aimed at ensuring that customers pay their loans within the defined payment terms and conditions (Kakuru, 2003). Effective Credit Management serves to prevent late payment or non-payment, the two being the greatest risks commercial banks face when conducting their operations.

According to Nduwayo (2015), the credit management   process   needs   to   be understood and   followed with   adequate checks made on   “creditworthiness” of new and existing customers, and ‘credit limits’ (how much credit is allowed and for how long) must be set. Angelo et al. (2006) add saying that a major responsibility of the credit management function in banks is to ensure credits are collected on time, that any signs a customer might default are acted upon early, and that any overdue credits are “chased” to avoid losses. He concludes that getting the credit management right reinforces the bank’s financial or liquidity position, making it a critical component banking. In the current study, credit management involves credit policy, capital adequacy and credit risk control.

Every bank has to develop and implement comprehensive procedure and information systems to follow up the condition of individual credits. An effective loan monitoring system according to Odofuye (2007) will include measures to:
Monitor compliance with established covenants,
Assess, where applicable, collateral covenants, relative to creditor‟s current condition,
3) Identify contractual payment delinquencies and classify potential credits on a timely basis, and
4) Direct actions at solving problems promptly for remedial management (Wachira, 2015).

Loan monitoring which is the work of the relationship manager in most cases is not a choice, but an imperative for effective and efficient credit administration in banking sector. Problem loans can easily be spotted out. The banker‟s experience, knowledge of the customer business and above all, faith in the customer can be a guide in taking a decision to how far the customer can be supported before declaring the loan as bad.

In some occasions, the customer may be in need of more support. Any or a combination of the following strategies can then be employed:

Alteration or waiver of some of the terms and condition of loan covenant in a way not to temper with the bank‟s interest. However, this must be communicated to the credit department

(b) Issue of additional collateral security, if available.

© Granting of additional funds, if borrower‟s circumstances and analysis require the need.

Extension of loan repayment period supported by fresh cash flow statement (Odofuye 2007).
Types of Bank Credit

Loan and Advances

Overdrafts: These are the most common and simplest forms of credit facilities.

They are usually granted for working capital purposes and the amount outstanding is expected to fluctuate over the life of the facilities, depending on the borrower‟s working capital financing needs, at any material time (Wachira, 2015).

Overdrafts permit the borrower to use those amounts required on a day to day basis, thus saving unnecessary interest charges. In accordance with general banking practice, overdrafts are repayable on demand and can be cancelled at the bank‟s option without prior notice to the borrower. The overdraft limit is usually communicated to the customer and this limit serves as the bank‟s reference point in all drawings by the beneficiary.

B)Advances: An advance is a short-term credit which is granted for a definite period, usually between 30 and 180 days. They are usually granted for specific purposes, for example, payment of various collections, refinancing of maturing loans, project bridging finance, refinancing of letters of credit for project equipment imported etc. The exact maturity date of an advance is normally determined at the onset and this makes it possible for the project to have a lower interest charge on the advance due to the reduced risk (money rate and credit risk) (Wachira, 2015).

Short-term loans are also used in financing seasonal increases in working capital and also in temporary accommodations of a project capital expenditure needs, and other long-term commitments, pending final negotiation of long-term loan. Most times, short term loans are usually renewed at maturity. Banks predominantly extend substantial amounts of short-term loans to farming, manufacturing, small-scale project etc. Short-term loans may be secured or unsecured. Banks extend secured loans to borrowers who have a high debt/equity ratio, or projects that have not established a record of satisfactory performance and stable earnings or generated enough sales revenue in relation to their capital. Large exposures are also often secured.

Unsecured loans, although disallowed by banking laws in Nigeria, are granted in exceptional cases to projects that are properly financed, have adequate capital and net worth, competent management, stable earnings, a record of prompt payment of obligations, and a bright future. Unsecured loans, however, often crystallize into bad debts in the Nigerian banking scene (Wachira, 2015).

Medium- Term Loans: These constitute important sources of intermediate funds for projects and businesses. Medium-term loans are usually granted for specific purposes such as investments, equipment financing, housing, share acquisitions, agricultural financing, construction etc.

A medium-terms loan is a facility with an original maturity of more than one year or a loan granted under a formal agreement (revolving credit or credits) on which the original maturity of the commitment is in excess of one year. Medium-term loans have maturities of between 1 and 5 years. They are negotiated between a borrower and a lender and are most prevalent in industrial projects  characterized by heavy fixed capital requirements. Most  of the loans however are made to small projects and businesses which rely on these sources, due to their limited access to the capital market.

Medium-term loans provide flexibility for the user and are amortized in fixed instalments on a monthly, quarterly, semi-annual or even annual basis, as the case may be. The interest rates on this type of loan amongst other factors depend on the general level of interest rates prevailing in the market, the amount and maturity of the loan and the credit standing of the borrower. Generally, the interest rates is higher than in ordinary advances or short-term loans due to higher money and credit risks and the fact that it is less liquid.

Medium-term loans are usually supported by a loan agreement between the bank and the borrower. This agreement outlines the terms and conditions of the loan, and other important features such as:

1)Preamble which contains the parties to the loan and the purpose of the loan

2)Amount of loan

3)Tenor. The maturity of the loan is usually well specified.

4)
Repayment schedule; term loans generally specify that a repayment schedule be in the form of an annuity.

5)
Interest rate- this is usually specified and may range from fixed rates to floating rates

6)Security/ guarantee. There are usually specifications for collateral.

When a revolving credit agreement that does not require collaterals is converted into a term loan, the borrower may then have to secure the loan according to the conditions of the loan agreement.

Representations and warranties
Credit Policy

The credit policy encompasses the settings under which a commercial bank extends credit to its customers and defines   organizational   desired   outcomes   of   credit activities by governing the actions and procedures to   be undertaken   to   attain   that goal (Angelo et al., 2006).

A credit term is a contractual stipulation under which a firm grants credit   to customers (Nyawera, 2013), furthermore these terms give the credit period and the credit limit. In the banking industry, they are terms that   govern a credit   granting. They represent an arrangement between the bank and its customers regarding the expected payment date, any discount offered and the period  in which discount is available.

Gurley et al. (1960) define them as standard or negotiated terms (offered by a seller to a buyer) that control the monthly and total credit amount, maximum time allowed for repayment, discount for cash or early payment,  and the amount or rate of late payment penalty.

Kakuru (2003) explains the significance of discounts in credit terms. Discounts are offered to induce clients to pay up within the stipulated period or before the end of the credit period. This discount is normally expressed as a percentage of the loan. Discounts are meant to accelerate timely collection to cut back on the amount of doubtful debts and associated costs.

Jackson (2011) observes that credit terms are normally looked at as the terms of discount and the amount of credit and choice of instrument used to evidence credit. Credit terms may include; Length of time to approve loans, this   is the time taken from applicants to the loan disbursement or receipt. It is evaluated by the position of the client as indicated by the ratio analysis, trends in cash flow and looking at capital position. Maturity of a loan, this is the time period it takes loan to mature with the interest thereon. Cost of loan. This is interest charged on loans, different banking institutions charge differently basing on what their competitors are charging.

According to the Business Dictionary (2017), a credit collections   policy   is   a document that includes “clear, written guidelines that set the terms and conditions for supplying goods   (loan/credit)   on credit, customer qualification criteria, procedure for making collections, and steps to be taken in case of customer delinquency”. In fewer words, it is a guide offering an organized and repeatable philosophy on selling on the rules, regulations and procedures to manage daily operations. The goal for a Credit Plan is to clearly define these elements so   that   sales   and   collections employees conform to documented steps and procedures designed to optimize your resources, reduce credit risk, and improve overall cash flow.

Antoine (2015) defines a collection policy as the procedure an institution follows to collect past due account. Collection policy refers to   the   procedures   banking institutions use to collect due accounts. The collection process   can   be   rather expensive in terms of both product expenditure and lost good will (Nyawera, 2013). She continues by saying that collection efforts may include attaching   mandatory savings forcing guarantors to pay, attaching collateral assets, courts litigation.

Collection procedure is required because some clients do not pay the loan in time some are slower while others never pay. Thus collection efforts aim a t accelerating collections from slower payers to avoid bad debts. Prompt payments are aimed at increasing turn over while keeping low and bad debts within limits (Angelo et al., 2006). However, caution should be taken against stringent steps especially on permanent clients because harsh measures may cause them to shift to competitors . Reicheld et al. (2010) state that collection efforts   are   directed   at   accelerating recovery from slow payers and decreases bad debts losses. This therefore calls for vigorous collection efforts. The yardstick to measurement of the effectiveness of the collection policy is its slackness in arousing slow paying customers.

Credit Risk control

Credit risk control and discipline encompasses   a set of ways devised to avoid or lessen the risk of default of an obligator to fully meet their commitments in a timely manner. The management of a credit risk covers: Origination, Loan or debt management, collection and recovery. Thus,  according to PWC (2017) credit risk control and discipline encompasses an   effective   and   efficient   structures   to   govern and oversee the organization and achieve the strategy creating synergies between different credit management activities; an increased  risk awareness which facilitates better operational and strategic decision-making and an assurance that credit   risk- taking decisions across the organization  are within and aligned   to   the nature and level of risk that stakeholders in the organization are willing to take.

Ravi, (2012) states that the credit risk control systems are necessary   for   the assessment of loan application, which then guarantees a bank’ s total loan portfolio as per the bank’s overall integrity (Boyd, 2012). It is necessary to establish a proper credit risk environment, sound credit granting processes, appropriate credit administration, measurement, monitoring and control over credit risk.

Financial Performance
Organization performance from finance aspect is an organization's capacity to produce new assets from everyday operations, over a given timeframe. A bank gives financial services which include receipt of cash, maintaining customer accounts which would refer to converting cash into plastic money and loaning the funds placed under custody of the bank (Campel, et, al, 1993). Financial performance is utilized to gage the general strength of an organization over a given timeframe and is utilized to analyze comparable or contending firms over an industry. Banks are the foundation of the budgetary business and assume an imperative part in the monetary framework and economy of a nation.

Demirguc-Kunt and Detragiache (1999) demonstrated that banks performance is an imperative indicator of performance of an economy as a whole and performance of the specific banks. Performance will measure the ability of the bank to generate enough resources or income to cover the costs. The performance outcomes are usually reflected in the company's reports both financial and financial. Financial performance will be evaluated using various measures including return on resources invested, quantifiable profit and market share or growth recorded.

Stoner (2003) as referred to in Turyahebya (2013), depicts financially related performance as the capacity of an organization element to work effectively, gainfully to survive, grow and respond to the ecological open doors and dangers. In concurrence with this, Sollenberg and Anderson (1995) focused on that execution is measured the effectiveness of an endeavor in the utilization of assets in accomplishing its goals. As per Hitt, et al (1996) numerous organizations' low execution are as a consequence of ineffectively performing resources.

Determinants of financial Performance

A different of monetary proportions are utilized for evaluating the performance of organizations in the banking industry. Money related performance can be characterized as an estimation of the consequences of an association's polices and operations in fiscal terms. Despite the fact that it is at times hard to synchronize the diverse elucidations of the considerable number of proportions, they give elective viewpoints in evaluating the execut ion of banks for each of the areas in particular, benefit, proficiency, influence and hazard.

Financial Profitability

The essential measures of productivity in banks incorporate Return on Assets (ROA) and Return on Equity (ROE). ROA identifies with the wage earned by the bank to the advantages it utilized as a part of the business operation .It tracks a company's capacity to create wage in view of its benefits. It is usually characterized as net salary (or pre-assess benefit)/add up to resources. It gives data about administration's execution in utilizing the benefits of the business to produce income. Profit before duty is perfect since estimations utilizing net salary after expense figures may indicate slants due essentially to changes in the rates of tax collection (Bodie et al 2009). Return on Assets financial measure provides a more reliable measure of financial performance. This is justified on the grounds that firms should use the assets to generate income. In the banking industry, return on assets measures the efficiency in which the bank is utilizing the assets to generate money by ensuring that the banks collect most deposits, loans and invests the same.

Return on Equity (ROE) measures the profits created for the proprietors, is the proportion measures an enterprise's productivity by uncovering how much benefit an organization creates with the cash that the shareholders have put resources into it. The higher the proportion, the more effective is the money related execution of productivity of a bank. Such benefit proportions measure the monetary execution and the administrative proficiency of bank. ROE is computed as Profits after tax/ capital at beginning of the period while ROA is determined as after-tax profits/ total assets for a period.

Credit Risk Exposure
The credit risk exposure (CR) (CR) is measured by the aggregate of the level of advances past due 30 days or progressively and as yet gathering interest in particular Portfolio at Risk (PAR-30).In heartiness tests we incorporate further measures of credit hazard by evaluating different econometric details for three extra unique illustrative factors; the discount proportion (WOR) which is the estimation of advances discounted amid the year as uncollectible, as a rate of normal gross advance portfolio throughout the year. An extra measure of credit hazard is the Risk Coverage Ratio (RC) which is measured as the Adjusted Impairment Loss Allowance/PAR>30 Days lastly Loan Loss Reserve Ratio (LLR). This is measured as the proportion of advance misfortune stores to gross advances or essentially put as Loan misfortune save/Value of advances remarkable. It is a pointer of the amount of the gross credit portfolio has been accommodated yet not charged off. It is critical to note that exclusive WOR and LLR are measures of default, while PAR is a measure of danger of default.

Effect of Credit Management on Financial Performance

Credit administration is the act of accumulation and control of installments on payments on customers. Myers and Brealey (2003) term acknowledge administration of credit as the techniques and procedures received by a firm in guaranteeing they keep up the most elevated amount of credit and its powerful administration. It is a feature of monetary administration including credit investigation, FICO score, and credit reporting and credit grouping

A suitable technique to manage credit will be crucial in safeguarding the performance of the commercial bank. Bad credit policy leads to inappropriate allocation of credit which results in bad debts and hence lost income in form of interest and banks’ asset on the principal loaned out. Edwards (1993) expressed that unless a has appropriately structured the loan product where it is more expensive to repay the loan late, then, the bank may not do much in preventing bad debts. However, the banks ought to scrutinize the history of the borrowers to ensure that they loan only to low risk clients.

Scheufler (2002) stipulates that a credit arrangement function contributes enormously to financial performance of the organization and determines how well the companies perform in line with other organization goals and strategies. If the credit approach is effectively figured, practiced and all around surmised at all levels of the banking related establishment, it permits sustained legitimate practices of management of credit and allows evading of nonperforming loans which reduce performance of the banks and creates room for business improvement.

Credit Policy and Financial Performance

Credit policy encompasses both the credit terms and the collection policy set up by the organization to attain its goals (Antoine, 2015). In this subtheme, we review authors who have addressed the relationship between credit policy and financial performance of banking institutions in the past.

Pamela (2012) sought to examine to what extent the credit terms and access to credit have affected financial performance in SMEs  in Uganda, the results indicated a significant positive association among the variables of   credit   terms.  She concluded that credit terms contribute 33.1% of the variance in financial performance.

Arora, (2013) attempted to identify the factors that contribute to Credit Risk analysis and performance in Indian banks. He revealed that credit worthiness analysis and Collateral requirements are the two important   factors   for   when analyzing credit   risk in the Indian Banking sector. The results also indicate that there is significant correlation between the credit risk management   and the performance of   Banks in India.

Olawale (2015) suggested that management need to be cautious in setting up a collection policy that will not negatively affects profitability and also they need to know how a collection policy affects the operation of their banks to ensure judicious utilization of deposits and maximization of profit. He concluded that improper credit risk management reduce the bank profitability, affects the quality of its assets and increase loan losses and non-performing loan which may eventually lead to financial distress. Kargi (2011) cited in Kolapo et al (2012) attained to the same conclusions in a study conducted in Ghana.

2.3 THEORETICAL FRAMEWORK

Asymmetric Information Theory

Information lopsidedness or as commonly called the asymmetry of information refers to a circumstance under which during credit evaluation and gathering one information, one person has more or preferable data over the other which the party is not willing to disclose. This leads to decision makers making in appropriate decisions leading to irregularity credit administration, which can infrequently bring about the exchanges to go astray, a sort of market disappointment in the most exceedingly terrible In an obligation advertise, data asymmetry emerges when a borrower who takes an advance for the most part has more data about the potential dangers and returns connected with speculation ventures for which the assets are planned for. The loan specialist then again does not have adequate data in regards to the borrower (Edwards and Turnbull, 1994).

Binks ,et al. (1992) called attention to that apparent data asymmetry postures two issues for business banks, unfriendly determination (settling on mistakes in loaning choices) and good risk (observing entrepreneurial behavior).Banks think that its testing to defeat these issues since it is uneconomical to dedicate assets to examination and checking where the loaning is for generally unobtrusive sums. This is on account of the information required to screen credit applications and to screen borrowers are not uninhibitedly accessible to business banks.

Brokers confront circumstances of data asymmetry when loaning applications by carrying out through due diligence on the clients (Binks & Ennew, 1997). To make this decision, the evaluators of the ability to pay has to rely on diverse sources of information including what is provided by the client themselves. Since the lender is not appropriately placed to get all information relating to the client, the lender is always disadvantaged and may end up making wrong decision on whether to offer credit (Deakins, 1999). Derban, Binner and Mullineux (2005) prescribed that borrowers ought to be screened particularly by managing an account organizations in type of credit appraisal. Accumulation of solid data from imminent borrowers gets to be basic in finishing viable screening as demonstrated by symmetric data hypothesis.

Modern Portfolio Theory

Modern Portfolio Theory is an investment framework for the selection and construction of investment portfolios based on the maximization of expected returns of the portfolio and the simultaneous minimization of investment risk (Fabozzi, Gupta, & Markowitz, 2002). Overall, the risk component of Modern Portfolio Theory can be measured, using various mathematical formulations, and reduced via the concept of diversification which aims to properly select a weighted collection of investment assets that together exhibit lower risk factors than investment in any individual asset or singular asset class. Diversification is in fact, the core concept of Modern Portfolio Theory and directly relies on the conventional wisdom of “never putting all your eggs in one basket” (Fabozzi, Gupta, & Markowitz, 2002; McClure, 2010; Veneeya, 2006).

Modern portfolio theory tries to look for the most efficient combinations of assets to maximize portfolio expected returns for given level of risk (McClure, 2010). Alternatively, minimize risk for a given level of expected return. Portfolio theory is presented in a mathematical formulation and clearly gives the idea of diversifying the assets investment combination with a purpose of selecting those assets that will collectively lower the risk than any single asset. In the theory, it clearly identifies this combination is made possible when the individual assets return and movement is opposite direction (Veneeya, 2006). An investor therefore needs to study the value movement of the intended asset investment and find out which assets have an opposite movement. However, risk diversification lowers the level of risk even if the assets’ returns are not negatively or positively correlated.

The modern portfolio theory explains ways of maximizing return and minimizing risk by carefully choosing different assets (McClure, 2010). The Primary principle upon which the modern portfolio theory is based is the random walk hypothesis which states that the movement of asset prices follows an unpredictable path: the path as a trend that is based on the long-run nominal growth of corporate earnings per share, but fluctuations around the trend are random. Since the 1980s, banks have successfully applied modern portfolio theory (MPT) to market risk. Many financial institutions are now using value at risk (VAR) models to manage their interest rate and market risk exposures (Veneeya, 2006). Unfortunately, however, even though credit risk remains the largest risk facing most banks, the practical of MPT to credit risk has lagged.

The framework for Modern Portfolio Theory includes numerous assumptions about markets and investors. Some of these assumptions are explicit, while others are implicit. Markowitz built his portfolio selection contributions to modern portfolio theory on the following key assumptions (Markowitz, 1959): investors are rational (they seek to maximize returns while minimizing risk); investors are only willing to accept higher amounts of risk if they are compensated by higher expected returns; investors timely receive all pertinent information related to their investment decision; investors can borrow or lend an unlimited amount of capital at a risk free rate of interest; markets are perfectly efficient; markets do not include transaction costs or taxes; and it is possible to select securities whose individual performance is independent of other portfolio investments.

2.3 EMPIRICAL REVIEW

Pyle (1997), in his study on bank risk management noted that banks and other financial institutions need to meet forth coming regulatory requirements for capital and risk measurement. However, meeting regulatory requirements is not the sole or most important reason for establishing a sound, scientific risk management system. Managers need reliable risk measures to direct capital to activities with the best risk/reward ratios. They need estimate of the size of potential losses to stay within limits imposed by readily available liquidity by customers, creditors and regulators. They need mechanisms to monitor positions and create incentives for prudent risk taking by individuals and divisions.

Achou and Tenguh (2008) also conducted research on credit risk management and bank performance and found that there is a significant relationship between credit risk management and financial institutions performance. Good credit risk management results in good performance. Thus, it is important for financial institutions to practice prudent credit risk management and safeguard the assets of the institutions to protect the investor’s interests.

Soke Fun Ho and Yusoff (2009), in their study on the credit risk management strategies of selected financial institutions in Malaysia found that the majority of financial institutions and banks losses stem from outright default due to the inability of customers to meet obligations in relation to trading, lending, settlement and other financial transactions. Credit risk emerges from a bank’s dealing with individuals, financial and corporate institutions or sovereign entities.

Mekasha (2001) investigated the credit risk management and its impact performance on Ethiopian Commercial Banks. The researcher used 10 years panel data from the selected commercial banks for the study to examine the relationship between ROA and loan provision, non-performing loans and total assets. The study revealed that there is a significant relationship between bank performance and credit risk management.

Ben-Naceur and O mran (2008) in an attempt to examine the influence of bank regulations, concentration, financial and institutional development on commercial banks’ margin and profitability in Middle East and North Africa (MENA) countries from 1989- 2005 have found that bank capitalization and credit risk have positive and significant impact on banks‟ net interest margin, cost efficiency and profitability.

CHAPTER THREE

RESEARCH METHODOLOGY

3.1
INTRODUCTION


In this chapter, we described the research procedure for this study. A research methodology is a research process adopted or employed to systematically and scientifically present the results of a study to the research audience viz. a vis, the study beneficiaries.
3.2
 RESEARCH DESIGN

This research problem was studied through the use of causal research design. Causal research deals with cause-effect relationship. In causal research design, the   emphasis is on specific objectives about the effects of changes of one variable on another variable and it involves an experiment where an independent variable is changed or manipulated to see how it affects a dependent variable (Saunders, 2003). Causal research design was useful in   this study since it   enabled the researcher to   examine the impact on the dependent variable from variations in the independent variables.
3.3
POPULATION OF THE STUDY

Target population can be understood as a set of individual or entities meetings the particular criterion specified for a research investigation (Alvi,   2016).  Nduwayo (2015), defines a population as the total number of items in a specified  field of inquiry and he added that population is an asset of cases about which one wishes to draw some conclusions. Therefore, the targeted population for this study is composed of all registered commercial banks and operational in Akure, Ondo state, Nigeria whose number is 7 as of today (Udoyen, 2019).

3.4
SAMPLE SIZE DETERMINATION

The sample size measures the number   of   individual   samples   measured   or observations used in a survey or experiment  (Angelo et al., 2006). As the study used a universal sampling technique   there was no need to determine the sample as all banks were considered and studied in the present research.
3.5
SAMPLE SIZE SELECTION TECHNIQUE AND PROCEDURE

The study used universal sampling techniques, where all the banks licensed and operational in Akure, Ondo state, Nigeria were selected as sample size, because it was easy for the researcher to reach and analyze every one of their audited financial statements. Thus, given the size of the population there was no need to find out a sample size from the population, the sample size equal to the population. This is in accordance with Nduwayo (2015) who used a similar sampling technique in a study conducted in Rwanda.

3.6 
RESEARCH INSTRUMENT AND ADMINISTRATION

Data collection instrument refers to the device used to collect data, such as a paper questionnaire or computer   assisted   interviewing   system   (Kristianti,   2016).   Alvi (2016) adds that it is the general term that researchers use for a measurement device when conducting a research.

BOU annual supervision reports and audited  financial reports of banks were analyzed to get a firm grasp on how banks have financially performed the last 6 years in Akure, Ondo state, Nigeria. A sample of extracted financial results were attached in the appendix to support the results in chapter four.
3.7
METHOD OF DATA COLLECTION

The research used secondary data based on respective banks’ audited financial statements and Bank of Uganda annual supervision reports for the period   under analysis 2012-2017. Secondary data can be defined as data collected by others, not specifically for research question at hand (Jackson, 2011). Oludhe (20111) defines secondary data as data which is collected by someone who is someone other than the user.

The researcher opted for secondary  data analysis   to save time that would otherwise be spent collecting data and, particularly in this case of quantitative data, secondary data provided us larger and higher-quality databases that would be unfeasible for any individual researcher to collect on his own. In addition, analysts of social and economic change consider secondary data essential, since it is impossible to conduct a new survey that can adequately capture past change and/or developments (Mohd & al., 2010).

3.8
METHOD OF DATA ANALYSIS

After the data collection exercise, descriptive statistics were easily analyzed using frequency counts, percentages or averages.  They were classified, tabulated   and analyzed by applying percentages and inferential statistical test, whenever necessary tables and charts were presented showing analysis of data and this result of quality information. As in accordance with Uwalomwa et al. (2015), the multiple linear regression was used in data analysis which could be termed to be a statistical technique used to find relationships between variables for the purpose of predicting future values. The Statistical Package for Social Sciences (SPSS 20)   software   was used to help us go through data analysis.
3.9
 VALIDITY AND RELIABILITY OF THE STUDY

The reliability of a research instrument concerns the extent to which the instrument yields the same results on repeated trials. Although unreliability is always present to a certain extent, there is generally a good deal of consistency in the results of a quality instrument gathered at   different   times.   The   tendency   toward   consistency found in repeated measurements is referred to as reliability. (Gatuhu, 2013)

One method of testing for reliability is the internal consistency method. The inte rnal consistency method provides a unique estimate of reliability for the given test administration.

The most popular internal consistency reliability estimate is given   by   Cronbach’s alpha. It is expressed as α= Np/ [1+p (N-1)] Where N equals the number of items and p equals the mean inter-item   correlation.   The   Internal consistency method   was used to assess the reliability of our research instrument.

SPSS 20 was used to execute Cronbach’s alpha reliability test:

Reliability Statistics

	Cronbach's Alpha
	N of Items

	0.67
	4


Source: SPSS 20

The alpha coefficient for the four items was 0.67 suggesting that the items have relatively high internal consistency.

The validity is a judgment of how appropriate the instruments seem to a panel of reviewers who have knowledge of the subject matter   (Alvi,   2016).  ResearchGate which is a platform allowing researcher  around the world collaborate helped us to have opinion on a panel of reviewers from around the world. 5 researchers on Research-Gate judged appropriate audited financial reports (as according to IFRS) to assess the relationship between credit management and performance of commercial banks.

3.10 PROCEDURES OF DATA COLLECTION

The researcher got an authorization from the University which granted him a letter of authority to proceed to the field. He sought to get approvals from banks under study which   made the research   possible by availing audited   financial   reports.  Subsequent to that, the investigator himself collected secondary data from audited financial statements and publications from the central bank.

3.11 MEASUREMENTS OF VARIABLES

The data analysis method used was based on Pearson correlation analysis and a multiple regression model this is in agreement with Sharma (2012). A multiple linear regression model was used since it enables the prediction of one variable on the basis of several other variables. The multiple regression model took the form of: Y= F(x)

Y= α+β1X1+ β2X2+ β3X3 + ę
3.12
ETHICAL CONSIDERATION

In every research conducted it is necessary to follow ethical requirements, according to Bryman & Bell (2007), they defined Ethics as codes and conducts   which researchers follow in research work. The researcher endeavored to maintain a high ethical standard throughout the study. Ethical issues cannot be ignored because they relate directly to the integrity of the research,   the   appropriate   citation   and referencing was followed throughout the study to avoid plagiarism, the central banks and commercial banks were contacted to ensure their approvals and cooperation, a letter   of   authority was received from the University to allow the   student proceeds with data collection. In the study, the researcher was responsible to ensure that all the ethical matters are followed.

CHAPTER FOUR

DATA PRESENTATION AND ANALYSIS

4.1
DESCRIPTIVE ANALYSIS
 Both descriptive   and   inferential   statistics   were   employed   specifically   using regression and ANOVA to establish the significance /fitness of the model and also to establish the link between credit management and   financial   performance   of banks in Akure, Ondo state Nigeria.

Table 1. Summary of statistics

	
	N
	Minimum
	Maximum
	Mean
	Std.

Deviation
	Variance

	
	Statistic
	Statistic
	Statistic
	Statistic
	Statistic
	Statistic

	Lending

ratio
	7
	.44
	2.33
	.9299
	.43578
	.190

	CAR
	7
	.12
	.38
	.2006
	.08409
	.007

	NPL
	7
	.02
	.20
	.0603
	.03604
	.001

	ROE
	7
	-.05
	.31
	.1335
	.09864
	.010


Source: Extracted by the researcher from audited financial reports (secondary data)
Results from our descriptive statistics as shown on the table 1 presents an average ROE of 13.35% for all the banks in the industry in the period under study. Correspondingly, the independent variables in this study proxied as ( Lending ratio, CAR and NPL/TL) maintains an averaged mean distribution value of about 92.99%, 20% and 6% respectively for the whole banks in the industry. Also, findings from the Pearson correlation analysis as depicted in table 2 indicates that the independent variables (LR, CAR & NPL/TL) have both a negative association (respectively 23.6%,52.5% et 33.8%) with the performance (ROE) of the sampled banks.
Table 2. Correlation coefficient between independent and dependent variables

	
	Lending

ratio
	CAR
	NPL
	ROE

	Lending ratio
	Pearson Correlation
	1
	.404
	-.177
	-.263

	
	Sig. (2-tailed)
	
	.050
	.409
	.215

	
	N
	7
	7
	7
	7

	CAR
	Pearson Correlation
	.404
	1
	-.010
	-.525**

	
	Sig. (2-tailed)
	,050
	
	,961
	.008

	
	N
	7
	7
	7
	7

	NPL
	Pearson Correlation
	-.177
	-.010
	1
	-.338

	
	Sig. (2-tailed)
	.409
	.961
	
	.106

	
	N
	7
	7
	7
	7

	ROE
	Pearson Correlation
	-.263
	-.525**
	-.338
	1

	
	Sig. (2-tailed)
	.215
	.008
	.106
	

	
	N
	7
	7
	7
	7

	**. Correlation is significant at the 0.01 level (2 -tailed).


Source: Extracted by the researcher from audited financial reports (secondary data)
Results from our descriptive statistics as shown on the table 1 presents an average ROE of 13.35% for all the banks in the industry in the period under study. Correspondingly, the independent variables in this study proxied as ( Lending ratio, CAR and NPL/TL) maintains an averaged mean distribution value of about 92.99%, 20% and 6% respectively for the whole banks in the industry. Also, findings from the Pearson correlation analysis as depicted in table 2 indicates that the independent variables (LR, CAR & NPL/TL) have both a negative association (respectively 23.6%,52.5% et 33.8%) with the performance (ROE) of the sampled banks.
Table 3. Correlation coefficient between independent and dependent variables

	
	Lending

ratio
	CAR
	NPL
	ROE

	Lending ratio
	Pearson Correlation
	1
	.404
	-.177
	-.263

	
	Sig. (2-tailed)
	
	.050
	.409
	.215

	
	N
	7
	7
	7
	7

	CAR
	Pearson Correlation
	.404
	1
	-.010
	-.525**

	
	Sig. (2-tailed)
	,050
	
	,961
	.008

	
	N
	7
	7
	7
	7

	NPL
	Pearson Correlation
	-.177
	-.010
	1
	-.338

	
	Sig. (2-tailed)
	.409
	.961
	
	.106

	
	N
	7
	7
	7
	7

	ROE
	Pearson Correlation
	-.263
	-.525**
	-.338
	1

	
	Sig. (2-tailed)
	.215
	.008
	.106
	

	
	N
	7
	7
	7
	7

	**. Correlation is significant at the 0.01 level (2 -tailed).


Source: Extracted by the researcher from audited financial reports (secondary data)
Table 3 shows the relationship between the dependent and independent variables. As can be seen from the Table capital ratio is negatively related (52.5% with   a probability of 0.008) to ROE; this is in line with the conventional argument  that higher capital ratios encourage banks to invest in safer assets, such as lower -risk loans or securities, which may affect bank performance   (Okoth et al., 2013). Credit risk control which is expressed as non-performing loans to total loans is negatively related (33.8% with a probability of 0.106) to banks performance   indicator (ROE). This indicates that poor asset quality or high nonperforming loans to total asset is related to poor bank performance. The other explanatory variable, lending ratio is negatively related (26.3% with a probability of   0.215)   to   the   performance   as provided by ROE, but the relationship is very weak.

Model Assumptions:
The following diagnostic tests were carried out to ensure that the data suits the basic assumptions of a linear regression model:   We   checked   for   normality   using descriptive statistics. Kurtosis and Skewness of the distribution  of the data were examined. The study had an average skewness and   kurtosis   coefficients   of respectively 1.408 and 3.208, both figures are superior to their standard errors of respectively 0.472 and 0.917 multiplied by 3 (Gaskin, 2018). Thus, the variables are closed to a normal distribution. Multi-collinearity was tested through the assessment of the existence of strong correlation between the   independent   variables   using Variance Inflation Factor (VIF) and correlation coefficient, this is in accordance with Jackson (2011). As shown on table 3, the values of tolerance were greater than 0.1 and those of VIF less than 10, 1.239; 1.201 & 1.037 respectively for Lending Ratio, CAR and NPL/TL. Thus, there is no serious problem of multi-collinearity  in the study. To avoid the problem of heteroscedasticity of disturbance terms, weighted Generalized Least Square (GLS) was employed in establishing the relationship.

Table 4. Variable Inflation Factor

	
	Tolera

nce
	VIF

	Lending

ratio
	.807
	1.239

	CAR
	.833
	1.201

	NPL
	.964
	1.037


Table 5. Summary of coefficients 2012-2022

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	T
	Sig.
	95,0%

Confidence Interval for B

	
	B
	Std.

Error
	Beta
	
	
	Lower

Bound
	Upper

Bound

	1
	(Constant)
	.334
	.059
	
	5.642
	.000
	.211
	.458

	
	Lending

ratio
	-.031
	.043
	-.136
	-.712
	.485
	-.121
	.060

	
	CAR
	-.555
	.221
	-.473
	-2.511
	.021
	-1.016
	-.094

	
	NPL
	-1.005
	.479
	-.367
	-2.098
	.049
	-2.005
	-.006


a. Dependent variable ROE

Source: output  from SPSS based on data from extracted financial reports of banks

Table 5 above presents the coefficients of the variables, the significance of those coefficients and the standard error term. As per  the SPSS generated table 5, the equation, Y=α+β1X1+β2X2+β3X3 + ε

Becomes;

Y=0.334-0.031X1-0.555X2-1.005X3 + 0.059

The results indicate that there is a negative relationship between credit management as measured by LR, CAR and NPL/TL ratio with financial performance measured by ROE. This indicates that banks in Akure, Ondo state, Nigeria   can   increase their financial   performance by reducing their non-performing loans which is heavily correlated to performance

i.e. increasing the quality of their credit standards.

Moreover, the table depicts that holding the lending ratio, the capital adequacy ratio and the ratio of nonperforming loans to total loans   constant,   the performance   of banks in Akure, Ondo state, Nigeria will be 0.334. It also shows that a unit decrease in lending ratio will lead to an increase in financial performance by 0 .031, a unit decrease in capital adequacy ratio will lead to an increase in financial performance by 0.555 and a unit decrease in the ratio of nonperforming loans to total loans will lead to an increase in financial performance by 1.005.
Table 6. Analysis of variance statistics for 2012-2017 data (ANOVA)

	Model
	Sum of

Squares
	df
	Mean

Square
	F
	Sig.

	1
	Regression
	.091
	3
	.030
	4.602
	.013 α

	
	Residual
	.132
	20
	.007
	
	

	
	Total
	.224
	23
	
	
	


Dependent Variable: ROE

Predictors: (Constant), NPL, CAR, Lending ratio

Source: output from SPSS based on data from extracted financial reports of banks

The researcher used 5% significant level indicating that there is a risk of only 5% of being wrong when accepting or rejecting our null hypothesis.

The table 5 above shows that the mean of the independent variables (LR, CAR and NPL/TL) are not equal. This is because the P-value  is 0.013 is less than the significance level of 0.05

Model Summary

Table 7. Summary of the regression model

	Model
	R
	R

Square
	Adjusted RSquare
	Std.

Error of the Estimate
	R

Square Change
	F

Change
	df1
	df2
	Sig. F Change
	Durbin- Watson

	1
	.639a
	.408
	.320
	.08136
	.408
	4.602
	3
	20
	.013
	2.390


Predictors: (Constant), NPL, CAR, Lending ratio

Dependent Variable: ROE

Source: output from SPSS based on data from extracted financial reports of banks

According to the F statistics above the variables used in the model fits well in the model. The model shows that the LR, CAR and NPL/TL ratio combined have a significant relationship (R= 0.639,  P=0.013) with performance. It is also shows that they can predict up to 40.8% of the variance in performance.

Interpretation of Findings

The purpose of this study was to examine the effects of credit management on financial performance of banking institutions in Akure, Ondo state, Nigeria. Specifically, the study established whether there is a relationship between lending ratio and financial performance; Capital Adequacy Ratio and financial performance and ratio of Nonperforming Loans to Total Loans and financial performance. Regression analysis was used in analyzing data to achieve the study objectives.

Table 1 represents the summary statistics computed using the statistical package for social sciences (SPSS). From the output, the number of years for the study is six (6). The results show that the maximum, minimum,   standard   deviation,   mean   and variance of the variables credit policy, capital adequacy, credit risk control and financial performance of banking institution’s industry as a whole for the six years studied. The mean lending ratio for industry was established to 92 .99% while the average CAR stood at   20.06% high above the required 12% by the central   banks. This implies that Banks in Akure, Ondo state, Nigeria holds more capital than they should in respect of the regulation. No banks had an average CAR below the required as the minimum CAR for the period under study was 12% while the maximum was 38%. The ratio of nonperforming loans was in average 6.03%, this translates into the sound banking sector we have in Akure, Ondo state, Nigeria with an average ROE of 13.35% with the best performing banks hitting as much as 31%.

Table 2 shows the relationship between the dependent and independent variables. As can be seen from the Table, Lending ratio, Capital Adequacy Ratio and the ratio of NPL/TL are all negatively related to ROE. Capital Adequacy Ratio has a significant negative relationship with ROE; this is in line with  the conventional argument that higher capital ratios encourage banks to invest in safer assets, such as lower -risk loans or securities, which may affect   bank   performance   (Bouwman, 2009).   Credit risk control which is expressed as non-performing  loans to total loans is also negatively related to the banks performance indicator (ROE). This indicates that poor asset quality or high nonperforming loans to total loans is related to poor bank performance. The negative correlation coefficient between poor   asset   quality   and return on equity is significant (33.8%). This is due to the   fact that loan   constitutes the largest share of assets that generate income for the investment (equity). The other explanatory variable lending ratio is also negatively related to ROE.

Table 3 refers to testing if our independent variables in our multiple regression analysis are closely correlated to one another. It’s   one of basic   assumptions   that needs to be verified when conducting a regression analysis (Investopedia.com, 2018).

As shown on table, the values of tolerance were greater than 0.1  and those of VIF less than 10, 1.239; 1.201 & 1.037 respectively for Lending   Ratio,   CAR   and NPL/TL. Thus, there is no serious problem of multi-collinearity in the study.

Table 4 summarizes the coefficients of the variables. According to the regression equation established, taking all factors   (credit policy,   capital   adequacy   and Credit Risk Control) constant, the financial performance of the banks as a result of the independent factors will be 0.334.  This regression model shows that all factors have a negative relation in the financial performance of   banking institutions   in   Akure, Ondo state, Nigeria. The error term amounts to a positive figure of 0 .059 which is the standard error accepted for the factor (independent factors) to be considered effective in controlling financial performance of banking institutions.

The results   from   the   coefficients   summary indicate that   significance of coefficients of credit policy (LR), capital adequacy (CAR) and Credit Risk Control (NPL/TL) are -0.031, -0.555 and   -1,005 respectively. The   significance of coefficients range is 0 .02 to 0.50, whereby the coefficients closer to 0.02 indicate how strongly the results are significant and those close to 0.5 indicate less significance of findings. It therefore implies that both the CAR and the NPL/TL are significant though have an impact at different significance i.e. capital adequacy and Credit Risk control have a greater impact compared to Credit policy (LR) on the financial performance of Banks.  The deduction on the standard error covers a level of up to 0.059; whereby the credit policy (LR) has an error of 0.043, capital adequacy (CAR) of 0.221 and   the credit risk control (NPL/TL) has an error of 0.479.

Table 5. Analysis of variances in its column of sum of squares represents the amount of the total sum of squares in the dependent variable that is not explained by the least squares regression line. SPSS refers to sum of squares error as sum of   squares residual error. Thus of the total sum of   squares that is explained by the regression line this regression model leave 0.132  unexplained. The results show that the researcher faced a risk of only 1.3% or 0.013 to attain to wrong conclusions.

The model summary in table 6 contains R-square representing the proportion of the variability in one series that can be explained by the variability of one or more series in a regression model. The table illustrates the R value for the model. R² measures correlation between the dependent and the independent variables.  R² is therefore a statistic measurement that provides information about fitness of a   model. The higher the value of R² the better is the fitness of a model. The value of R² is between 0 and 100%. If R² is 1(100%), the regression line perfectly fits  the data and vice-versa. R² is 40.8% implying that there is a low percentage that the line perfectly fits the data.

Coefficient of determination, R squared also explains the extent to which changes in the dependent variable can be explained by the change in the independent variable or the percentage of variation in the dependent variable (financial performance) that is explained by independent variables (credit policy, capital adequacy and Credit risk control). The three independent variables that were studied explain only 40.8% of the relationship between   independent   variables   (credit   policy,   capital   adequacy   and credit risk control) and   the   dependent   variable   (financial   performance).   This therefore means that other factors not studied in this research contribute 59% of the financial performance of Banking Institutions in Akure, Ondo state, Nigeria Therefore, further studies should be conducted to investigate the other factors that affect financial performance of Banks in Akure, Ondo state, Nigeria.

The adjusted R square also called the coefficient  of multiple determinations is the percent of variance in the dependent explained uniquely or jointly by the dependent variable. The findings further indicate that adjusted overall R-squared was 0.320 meaning that the regression line explains 32% of financial performance (dependent variable). The changes are caused by the independent variable included in the regression line. Therefore, error term or the residual account for the other factors is 68%. This means that there is no   strong relationship between financial performance and chosen credit management indicators ( credit policy, capital adequacy and credit risk control). ANOVA F has a statistic of 4.602 significant with a P-value = 0.01. It was evident from the study that the three variables are individually  significant but in a small proportion.

4.2 Hypothesis testing

A statistical hypothesis was conducted to confirm or reject the established testable hypothesis of the study.  According to   Çomakoğlu (2017), a hypothesis is   proposed for the statiscal relationship between the   two   data sets and that should be compared as alternative to an idealized null hypothesis that proposes no relationship between two data sets.

The significance level of the study was 5%, based on the table 4, the null hypothesis will be rejected for all credit management indicators having a P-value less than the chosen significance threshold; this is in accordance with Adeusi et al. (2013) in a similar study done in Nigeria.

H1. The first testable hypothesis in the study was : There is   no   significant relationship between credit policy and performance of commercial bank. As per findings in the table 4, the credit policy captured by the lending ratio  had a p- value equals to 0.485   and far   above the proposed significance level (0 .05). Thus we accept the H0, there is no significant relationship between the credit policy and the the performance of commercial banks in Akure, Ondo state, Nigeria.

H2. The second testable hypothesis in the study was: There is no significant relationship between the capital adequacy ratio and the performance of commercial banks. As per findings, CAR had p-value equals to 0.021 and less than the chosen level of significance (0.05). Thus we reject the H0 and accept the alternative on; there is significant relationship between the CAR and the performance of commercial banks.

H3. The third testable hypothesis in the study was: There   is   no   significant relationship between the credit risk control and performance of   commercial banks. We found that the credit risk control captured by the nonperforming loan ratio had a p-value of 0.049 which is less than the level of significance chosen under the study. Thus, we reject the H0 and accept the alternative one. There is a significant relationship between the credit risk control and the performance of commercial banks in Akure, Ondo state, Nigeria.

When a probability value is below the signifcance level, the effect is statistically significant and the null hypothesis is rejected,  thus the alternative hypothesis is accepted; this is exactly what happened whith H2 and H3 when their respectives p - value were less that the level of significance chosen under the present study. However, in accepting the alternative hypothesis for H2 and H3, the assurance we have in the two assertions is slightly different 97,1% for H2 and   95,1% for H2, so not all statistically significant effects should be treated the same way. For H1, it was found that there is no significant relationship between the credit policy and the financial performance, as in establishing the relationship the asssurance given as per our regression model is 51,5%.

CHAPTER FIVE

SUMMARY CONCLUSION AND RECOMMENDATION

5.1 SUMMARY

Credit Management and Performance of Commercial Banks

The study found that that there is a correlation between the observed and predicted values of financial performance.  Table 6 shows R-square representing the proportion of the variability in one series that can be explained by the variability of one or more series in a regression model; the regression model for the 6 years studied helped us explain almost half of variations in the financial performance based on credit management components.

The findings are in line with Oludhe (2011), who, in a similar study conducted in Kenya, he argues that credit risk management is related to financial performance as they influence earnings of banks. The study corroborates the findings of Okoth et al. (2013) indicating that there is a relationship between credit management and bank performance. It was established that poor asset quality or high non-performing  loans to total asset are related to poor bank performance.

Credit Management Components and Banks Performance

Table 2 shows the correlation matrix of the credit management indicators t o financial performance. From table 2, capital adequacy ratio was negatively related   to performance in a significant proportion; this is in   line   with   the   conventional argument that higher capital ratios encourage banks to invest in safer assets, such as lower-risk loans or securities, which may affect bank performance   (Okoth   et   al. 2013). Credit risk Control (NPL/TL) had a weak relationship between asset quality and financial performance of commercial banks in Uganda, this is in accordance with a study conducted in Kenya by Jackson (2011). Credit policy (LR) had also a weak relationship with financial performance.

The objective of the study was to establish the effects of credit management on the financial performance of Banks in Akure, Ondo state, Nigeria. This was a   descriptive   and   cross- sectional study. It adopted a universal sampling technique were all the commercial banks licensed and operational in Akure, Ondo state, Nigeria from 2012 was selected (24 banks).

The study used secondary data obtained from the audited financial   statements   of Banks in Uganda for the years 2012-2017. The variables of interest i.e. Credit Policy (LR), capital adequacy (CAR) and credit risk control were entered into statistical package for social sciences model and analyzed to examine their relationship and hence achieve the research objective.

The coefficients were put into a regression model to determine the   relationship between independent and dependent variables in attaining the desired results on the study of interest. It is evident from our statistics that the coefficients of credit management are negative meaning that there is a negative relationship between credit management indicators and the performance. The findings reveal that all indicators used of the credit management explain a mere 41% of variation of the financial performances of banks in Akure, Ondo state, Nigeria. This suggests that other factors apart   from the credit policy, capital adequacy and credit   risk   control   affect   the   financial performance of Banks in Akure, Ondo state, Nigeria.
5.2 CONCLUSION


In the conclusion the study is beyond doubt and abundantly clear that credit management, credit policy affects the performance of  banks in Nigeria. From results obtained and analyzed, the study reveals that:

There is a relationship between credit policy and financial performance,

The extent banks use client appraisal in credit management in Akure, ondo state Nigeria is very high

The extent banks use credit risk control in credit management in Akure, ondo state Nigeria is very high.
The banks use collection policy in credit management in credit management in Akure, ondo state Nigeria is very high.
5.3 RECOMMENDATION


Recommendation on the basis of findings. The researcher made the following recommendation with the belief that when studied and applied, would help to increase the performance of banks. The researcher recommends that:

The researcher recommends that commercial   banks   should   organize   effectively   its credit risk control department as the asset quality depends heavily on how well credit risks are controlled in a banking institution. Banks in their quest to a higher financial performance should have to also concentrate on other factors affecting its operations.
This study also recommends that commercial banks in Nigeria should use a moderate credit policy as a stringent credit will undermine the financial performance. Moreover, commercial banks should seek to adequately control their credit risk   by keeping lower their ratio of nonperforming loans which is the major determinant   of   commercial   banks’ financial performance as shown in the study. They should finally endeavor to holding adequate capital for the sake of liquidity and going concern even if it undermines to some extent their capital to maximize financial performance..
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