A STUDY ON REGRESSION ANALYSIS ON NATIONAL INCOME

Abstract
The study investigates the regression analysis of national income and government aggregate expenditure in Nigeria by testing the validity of Wagner’s law and Keynes’s hypothesis for the period between 1999 and 2005. More specifically, by applying time-series analysis, government-spending and national-income variables were found to be non-stationary and cointegrated, thus satisfying a long-run equilibrium condition. In addition, through the application of Granger causality tests to error correction models, unidirectional causality, running from gross domestic product to government-expenditure variables, could be established between the variables and, therefore, only Wagner’s law was found to be valid in Nigeria’s case for the period of study.
CHAPTER ONE

INTRODUCTION
BACKGROUND TO THE STUDY

The sum of the money worth of all the commodities and services produced in a country during a specific time period, generally a year, is referred to as national income. At this point, the topic of how an economy expands may spring to mind. When a country's economy produces more products and services, it grows. It is not expanding if it does not rise annually, and even if it does, the pace of growth may vary from year to year. As a result, determining the state of the economy may be impossible (Babatunde, 2011).

In any event, an economy requires an indicator to track its progress; this indicator is the monetary total of all the goods and services produced in the economy during a given period of time, generally a year.

To calculate a country's national income, for example, we take a list of the commodities and services produced throughout the year, assign values to them, and sum them up. We would be able to compare Nigeria's activity year after year if we can accomplish this year after year. Then we'll be able to tell if Nigeria's economy is expanding, falling, or stationary. It is increasing if the national income grows year after year, dropping if the national income decreases year after year, and stationary if the national income does not change for years (Chika, 2019).

At present prices, a metric called Gross Domestic Product (GDP) is used to calculate national income. As a result, it's critical to emphasize the function that pricing might play in determining national income. The cost of products and services fluctuates throughout time. Any attempts at estimations may be harmed as a result of these modifications. As a result, the influence of price changes must be eliminated in order to gain a sense of the true physical change in National Income from year to year.

National income should be calculated in real terms to account for price fluctuations. When the economy faces inflation, for example, prices rise but the quantity of products and services remains unchanged. Let's imagine that in 2000, the total units of goods and services sold in Nigeria were 50,000, and in 2001, they were 50,000. Assume that the average unit price in 2000 was N10.00, and that the price in 2001 was N15,000 (Babatunde, 2011).

Nigeria's income in 2000 was 50,000 units X N10.00 = N5000,000, using GDP as an indicator. In 2001, Nigeria's gross domestic product (GDP) was 50,000 units x N15.00 = N750,000.

If a layperson were to compare the two statistics as the end outputs of overall estimates for 2000 and 2001, he may conclude that 2001's national income was larger than 2000's. This is so financially, but the revenue for both years is the same. The change in value was due to a spike in p rice in 2001, despite the fact that the quantity of commodities and services in both years were the same.

When a country experiences deflation or depression, the same thing might happen. As a result, when comparing national income across time using gross domestic product as an indicator, the impacts of price changes must be taken into account. As a result, changes in the economy may be accurately predicted.
STATEMENT OF PROBLEM/MOTIVATION

As a result of Nigeria's dismal economic situation, this study is really interested in gathering pertinent information to see whether a feasible economic solution may be discovered. Nigeria is classified as a third-world country based on its annual gross domestic product (Babatunde, 2011). It is a basic logic of our lives that if a country's income is high and it has a large population, the residents of that country will have a high level of enjoyment, but if the country's income is low, the citizens will have a low level of happiness. It is on this basis that I believe it is vital to examine Nigeria's national income and make required recommendations for improving the economy in order to benefit the citizens.

AIMS AND OBJECTIVES

In view of Nigeria’s economic predicament, the project is aimed at investigating the relationship existing between disposable income, savings and government final expenditure for the purpose of suggesting solutions to our economic problems.

After the regression analysis had been carried out, it will supply solution to the following questions:

1. Is any linear relationship between the variables listed?

2. How reliable is our regression coefficient?

3. Can we predict the future value of dependent variable?

4. How reliable will be our estimate?

SCOPE OF THE STUDY

The study is centre on “National Income, Savings and Government Final Consumption Expenditure Covering the period of six years 1999 – 2005.

The raw data used are collected as primary data by federal office of statistics” publication and Federal Ministry of Finance Publication.  The data are collected as primary data by federal office of statistics and used as secondary data in this project which centered on national Accounts.  Some of these National Accounts Aggregates Include Gross Domestic Product (GDP) final consumption expenditure, exports and imports.

National Accounts data presents the record of economic transaction of the economic in a systematic manner and show the relationship between the various components of the economy.  Economic transaction cover all the activities of an entity (Household, government, firm, financial institution) that are of economic nature (production, consumption distribution, savings and foreign exchange transactions. These economic transactions of all the entiti8tes and combined together ad presented inform of account.

Data collected for analysis in this study center on:-

1. Appropriation of disposable income as dependent variable.

2. Savings as one of the independent variable

3. Government final consumption expenditure as another independent variable.

SIGNIFICANCE OF THE STUDY

The study will help to know the status of Nigeria economy.  The knowledge of the status will help to make necessary recommendation in order to revitalize the poor economic condition of the country for the better future.

The study will also create avenue for future research.

DEFINITION OF CONCEPTS

Gross Domestic Product (GDP): This is the sum of the money value of all locally produced goods and services.  It does not include international transaction.  GDP does not make allowance for depreciation of capital.

Gross National Product (GNP): This is the total money value of current market prices of all final goods and services produced by the nationals during a specific period.  It includes net income from abroad in respect of the country’s nationals without any consideration for depreciation of capital.

National Domestic Product (NDP): This is the total value of all goods and services produced in a country in a period of time.  It exclude the value of the net earnings and incomes from abroad. An allowance being made for depreciation of capital.

Net National Product (NNP): This is the monetary value of all goods and services produced within the country during a specific period.  It includes net incomes and earning from abroad and provision being made for the replacement of depreciation of capital.

Disposable Income (DPI): This is the amount of money per year that private sector are free to spend when depreciation of capital, all taxes, all net profits made by firms but not paid out as divided are added to the disposable and transfer payment subtracted.  We arrive at gross national product.

Net Economic Welfare (NEW):  This examines those factors not considered when calculating the Gross National Product (GNP).  Such factors include social cost 9pollution) and leisure time the net economic welfare tend to remove the product (GNP). A nation might have a very high GNP at a very great social cost as pollution, rising crime etc.

Per Capita Income (PCI): This is the gross domestic product divided by the population of the country. Per capita income can be calculated once the population and gross domestic product are known.  So that P.C.I = GDP

CHAPTER TWO

LITERATURE REVIEW

2.1 Overview of Nigerian Economy
The Federal Government on 23 January, 2009 in Abuja reiterated its stance that the nation‘s economic outlook remained very favourable, in spite of current global financial crisis.

Former President Umaru Yar‘Adua, gave the re-assurance while declaring open the 3rd Annual Micro-Finance Conference/Entrepreneurship Awards, organised by the Central Bank of Nigeria (CBN). He stated that the Federal Government had taken many bold and pragmatic steps to shield the economy from the negative effects of the global meltdown. ―Our economic growth is on track, buoyed by the strong performance of the non-oil sector. The provisional estimate of Nigeria‘s GDP growth rate for the end of 2008 is an impressive 6.8 percent, compared with a 6.2 percent in 2007‖ he said.

Nigeria‘s economy is struggling to leverage the country‘s vast wealth in fossil fuels in order to displace the crushing poverty that affects about 57 percent of its population. Economists refer to the coexistence of vast natural resources wealth and extreme personal poverty in developing countries like Nigeria as  the resource curse. And  according  to Odularu (2008), Nigeria‘s exports of oil and natural gas at a time of peak prices have enabled the country to post merchandise trade and current account surpluses in recent years.

Reportedly, 80 percent of Nigeria‘s energy revenues flow to the government, 16 percent covers operational costs, and the remaining 4 percent go to investors. However, the World Bank has estimated that as a result of corruption 80 percent of energy revenues benefit only one percent of the population. During 2005 Nigeria achieved a milestone agreement with the Paris Club of lending nations to eliminate all of its bilateral external debt. Under the agreement, the lenders will forgive most of the debt, and Nigeria will pay off the remainder with a portion of its energy revenues. Outside the energy sector, Nigeria‘s economy is highly inefficient. Moreover, human capital is underdeveloped Nigeria ranked 151 out of 177 countries in the United Nations Development Index in 2004 and non-energy-related infrastructure is inadequate.

During 2003–2007, Nigeria has attempted to implement an economic reform program called the National Economic Empowerment Development Strategy (NEEDS).

The purpose of NEEDS is to raise the country‘s standard of living through a variety of reforms, including macroeconomic stability, deregulation, liberalization, privatization, transparency, and accountability. NEEDS addresses basic deficiencies, such as the lack of freshwater for household use and irrigation, unreliable power supplies, decaying infrastructure, impediments to private enterprise, and corruption. The government hoped that NEEDS would create 7 million new jobs, diversify the economy, boost non-energy exports, increase industrial capacity utilization, and improve agricultural productivity. A related initiative on the state level is the State Economic Empowerment Development Strategy (SEEDS).

A long-term economic development program is the United Nations (UN) sponsored National Millennium Development Goals for Nigeria. Under the program, which covers the years from 2000 to 2015, Nigeria is committed to achieve a wide range of ambitious objectives involving poverty reduction, education, gender equality, health and environment. In an update released in 2004, the UN found that Nigeria was making progress toward achieving several goals but was falling short on others. Specifically, Nigeria had advanced efforts to provide universal primary education, protect the environment, and develop a global development partnership. However, the country lagged behind on the goals of eliminating extreme poverty and hunger, reducing child and maternal mortality, and combating diseases such as human immunodeficiency virus/acquired immune deficiency syndrome (HIV/AIDS) and malaria.

A prerequisite for achieving many of these worthwhile objectives is curtailing endemic corruption, which stymies development and taints Nigeria‘s business environment. Corruption mostly harms Nigerians themselves, but the country is widely known around the world for a fraudulent activity known as the "Advance fee fraud" scheme, a.k.a the "419" scam or the Nigerian scam, which seeks to extort money from foreign recipients of letters and emails with the promise to transfer a nonexistent windfall sum of money.

The oil boom of the 1970s led Nigeria to neglect its strong agricultural and light manufacturing bases in favour of an unhealthy dependence on crude oil. In 2000 oil and gas exports accounted for more than 98 % of export earnings and about 83 % of federal government revenue. New oil wealth, the concurrent decline of other economic sectors, and a lurch toward a statistics economic model fueled massive migration to the cities and led to increasingly widespread poverty, especially in rural areas. A collapse of basic infrastructure and social services since the early 1980s accompanied this trend. By 2000 Nigeria's per capita income had plunged to about one-quarter of its mid-1970s high, below the level at independence. Along with the endemic malaise of Nigeria's non-oil sectors, the economy continues to witness massive growth of "informal sector" economic activities, estimated by some to be as high as 75 % of the total economy.

The U.S. remains Nigeria's largest customer for crude oil, accounting for 40% of the country's total oil exports; Nigeria provides about 10% of overall U.S. oil imports and ranks as the fifth-largest source for U.S. imported oil.

The United States is Nigeria's largest trading partner after the United Kingdom.

Although the trade balance overwhelmingly favors Nigeria, thanks to oil exports, a large portion of U.S. exports to Nigeria is believed to enter the country outside of the Nigerian Government's official statistics, due to importers seeking to avoid Nigeria's excessive tariffs. To counter smuggling and under-invoicing by importers, in May 2001 the Nigerian Government instituted a 100 % inspection regime for all imports, and enforcement has been sustained. On the whole, Nigerian high tariffs and non-tariff barriers are gradually being reduced, but much progress remains to be made. The government also has been encouraging the expansion of foreign investment, although the country's investment climate remains daunting to all but the most determined. The stock of U.S. investment is nearly $7 billion, mostly in the energy sector. Exxon Mobil and Chevron are the two largest U.S. corporate players in offshore oil and gas production. Significant exports of liquefied natural gas started in late 1999 and are slated to expand as Nigeria seeks to eliminate gas flaring by 2008, as a target which was not achieved.

Oil dependency and the allure it generated of great wealth through government contracts, spawned other economic distortions. The country's high propensity to import means roughly 80 % of government expenditures is recycled into foreign exchange.

Cheap consumer imports, resulting from a chronically overvalued Naira, coupled with excessively high domestic production costs due in part to erratic electricity and fuel supply, have pushed down industrial capacity utilization to less than 30 %. Many more

Nigerian factories would have closed except for relatively low labor costs (10 % - 15 %).

Domestic manufacturers, especially pharmaceuticals and textiles, have lost their ability to

compete in traditional regional markets; however, there are signs that some manufacturers have begun to address their competitiveness.

2.1.1 PERFORMANCE OF THE ECONOMY

The Nigerian economy has had a truncated history. In the period 1960-70, the Gross Domestic Product (GDP) recorded 3.1 per cent growth annually. During the oil boom era, roughly 1970-78, GDP grew positively by 6.2 per cent annually - a remarkable growth.

However, in the 1980s, GDP had negative growth rates. In the period 1988-1997 which constitutes the period of structural adjustment and economic liberalisation, the GDP responded to economic adjustment policies and grew at a positive rate of 4.0. In the years after independence, industry and manufacturing sectors had positive growth rates except for the period 1980-1988 where industry and manufacturing grew negatively by - 3.2 per cent and - 2.9 per cent respectively. The growth of agriculture for the periods 1960-70 and 1970- 78 was unsatisfactory. In the early 1960s, the agricultural sector suffered from low commodity prices while the oil boom contributed to the negative growth of agriculture in the 1970s. The boom in the oil sector lured labour away from the rural sector to urban centres.

The contribution of agriculture to GDP, which was 63 percent in 1960, declined to 34 per cent in 1988, not because the industrial sector increased its share but due to neglect of the agricultural sector. It was therefore not surprising that by 1975, the economy had become a net importer of basic food items. The apparent increase in industry and manufacturing from 1978 to 1988 was due to activities in the mining sub-sector, especially petroleum. Capital formation in the economy has not been satisfactory. Gross domestic investment as a percentage of GDP, which was 16.3 percent and 22.8 percent in the periods 1965-73 and 1973-80 respectively, decreased to almost 14 percent in 1980-88 and increased to 18.2

percent in 1991 -98. Gross National Saving has been low and consists mostly of public savings especially during the period 1973-80. The current account balances before official transfers are negative for 1965-73, 1980-88 and 1991-98.

The table below shows the break down of sectoral contribution to GDP in percentages.

	SECTORAL CONTRIBUTION TO GDP %

	ACTIVITY SECTOR
	1999
	2000
	2001
	2002
	2003
	2004
	2005

	1. Agriculture
	47.6
	35.84
	35.58
	35.86
	34.63
	40.99
	41.49

	(a) Crop Production
	37.99
	29.89
	29.66
	29.86
	28.98
	36.48
	36.95

	(b) Livestock
	6.06
	3.48
	3.42
	3.47
	3.28
	2.6
	2.63

	(c) Forestry
	1.4
	0.78
	0.76
	0.74
	0.68
	0.54
	0.54

	(d) Fishing
	2.15
	1.69
	1.74
	1.79
	1.69
	1.37
	1.37

	2. Industry
	19.77
	36.98
	37.3
	34.67
	38.16
	29.48
	27.72

	(a) Crude Petroleum
	12.47
	32.45
	32.65
	29.75
	33.44
	25.72
	23.82

	(b) Mining & Quarrying
	0.37
	0.29
	0.31
	0.31
	0.3
	0.26
	0.27

	(c) Manufacturing
	6.93
	4.24
	4.34
	4.61
	4.42
	3.5
	3.63

	3. Building & Construction
	2.46
	1.95
	2.09
	2.11
	2.08
	1.44
	1.53

	4. Wholesale & Retail Trade
	13.62
	13.11
	12.85
	13.22
	12.68
	12.9
	13.74

	5. Services
	29.75
	12.12
	12.17
	14.12
	12.45
	14.56
	14.88

	(a) Transport
	3.64
	2.28
	2.28
	2.59
	2.38
	2.38
	2.41

	(b) Communication
	0.37
	0.11
	0.13
	0.19
	0.21
	1.14
	1.4

	(c) Utilities
	0.61
	0.44
	0.46
	0.54
	0.52
	3.58
	3.6

	(d) Hotel & restaurant
	0.57
	0.21
	0.21
	0.21
	0.2
	0.37
	0.39

	(e) Finance & Insurance
	11.16
	5.2
	5.2
	6.5
	5.34
	4.08
	3.98

	(f) Real Estate & Business Services
	0.35
	1.9
	1.91
	1.9
	1.78
	1.34
	1.41

	(g) Producers of Govt. Services
	11.06
	1.25
	1.22
	1.35
	1.24
	0.96
	0.95

	(h) Comm., Social & Pers. Services
	1.99
	0.73
	0.76
	0.84
	0.78
	0.71
	0.74


2.2.Theoretical Review

More than 100 years ago, Wagner (1890) formulated the “law of the increasing extension of state activity.” He asserted that there is a long run propensity for the scope of government to increase with higher levels of economic development. Wagner’s hypothesis deals with the growing relative importance of government activity and has come to be known as Wagner’s law. According to Wagner, there are three reasons to expect an expanding scope of public activity: First, as nations develop there is an increased complexity of legal relations and communications and it induces government to produce the regulatory framework that will accompany the greater intricacy of relations among economic agents. Additionally, increased urbanization and population density forces government to greater public expenditures on law and order and other socioeconomic regulations.

Second, as income increases, societies demand more education, entertainment, a more equitable distribution of income, and generally more public services. Wagner felt that the income elasticity of demand for these public services was greater than unity. Finally, the technological needs of an industrialized society require larger amounts of capital infrastructure than are forthcoming from the private sector, hence the need for government to step in to fill in the gap.

The long-run relationship between real output and public expenditure has attracted considerable attention in economic research. In particular, the ability of public expenditure to influence national income is questioned in two levels. First, the nature of the causality pattern is disputed: A number of public finance studies adopt the Wagner’s law approach which states that national income causes public expenditure, mainly through an increase in demand for public services. Within this framework, public expenditure is treated as a behavioral variable, similar to private consumption.

On the other hand, a number of macroeconomic models adopt a view closer to the Keynesian postulation which treats public expenditure as autonomous and exogenously given. Here the causation runs from growth in GE to growth in national income. But more importantly, public expenditure becomes a policy variable, which can be used to influence economic growth. Relying on this proposition, many developing countries have assigned to their public sector the role of promoting growth and economic development. The various forms of market failure seem to have reinforced this policy. The government is believed to harmonize conflicts between private and social interests, resist exploitation by foreign interests and increase socially desirable investment. Since large public sector means large GE, GE is seen to promote growth in income.

2.2. Empirical Review

Literatures are inundated on the impact of GE on economic growth. The effects of GE on economic outcomes have given rise to a number of empirical literatures. Ansari et al. (1977) analyzed the effects of GE on gross national product for three African countries namely, Ghana, Kenya and South Africa. The study used annual time series data for the sampled countries (Ghana [1963–1988], Kenya [1964– 1989] and South Africa [1957–1990]). Findings from the study show mixed results. First, it was discovered that the data obtained from these countries did not support Keynesian proposition that GE drives economic growth. From the data analyzed, only Ghana showed evidence of GE being influenced by national income. This implies that Ghana’s data finds support with Wagner’s hypothesis, which emphasized significant role of GE as an endogenous factor of economic development. In line with this submission, (Black et al., 2003) and (Dockel and Seeber, 1978) partially confirmed the relevance of Wagner’s law for South Africa. There appears to be regularity in the findings of these studies, which emphasized high- income elasticity for most categories of government spending in relation to economic growth. This implies that GEs “increase more than proportionally with economic growth.”

Wu, Shih-Ying et al. (2010) observed that Wagner’s law works perfectly in developed countries compared to the developing economies. However, some branches of studies have also suggested that government spending could influence economic growth positively (if they are directed to promote public infrastructure) and negatively (if they are consumed by government in the form investment in growth retarding projects). There are no consensus among the existing studies on the exact relationship between GE and economic growth. This stance could be as a result of the differences in model specification, type of econometric technique used, and proxies used for government spending and measurement. Alm and Embaye (2010) study on the relationship between government spending and real per capita income for South Africa over the period 1960-2007 indicated that government spending is not only being influenced by per capita income and the cost incurred in financing government size but also by fiscal illusion (caused by the gap created by the differences between revenue and expenditure) and external shocks (caused by oil price fluctuations).

Plethora of studies has documented the existence and non- existence of Wagner’s law in Nigeria (Essien, 1997; Babatunde, 2011; Aregbeyen, 2006; Ighodaro and Oriakhi, 2010). Ighodaro and Oriakhi (2010) employed cointegration technique to analyze the long run relationship between GE and economic growth. Essien (1997) used the two step procedure of Engle and Granger cointegration approach to determine the relationship between GE and economic growth while Babatunde (2011) employed bound testing technique to achieve the same result. Evidence, which emerged from these studies, showed that Wagner’s Law does not hold in Nigeria except for Aregbeyen (2006) study which gave a contradictory result confirming the existence of Wagner’s Law.

2.3 Empirical Review

During the past 20 years, there has been a tremendous focus on achieving growth in developing countries in an effort to reduce poverty and boost living standards. For policymakers around the world this is their top priority. Economists tend to advise them that disciplined macroeconomic policies, structural policies that promote competition and

flexibility and strong institutions provide a framework in which entrepreneurship and growth should flourish and according to Ricardo H., D. Rodrik and A. Velasco (2005) many countries have adopted the policies known as Washington Consensus, that is the enforcement of property rights, maintenance of macroeconomic stability, integration with the world economy, and creation of a sound business environment, to help them achieve this goal. Results have been extraordinarily varied, according to their findings that policies that work wonders in one place may have weak, unintended or negative effects in other places. Roberto Zagha, Gobind nankani and Indermit Gill, (2005) also found that the most important lesson from this period is that our knowledge of economic growth is extremely incomplete. Ricardo H., D. Rodrik and A. Velasco (2005) proposed that, countries need to figure out the one or two most binding constraints on their economies and then focus on lifting them.

One study on income distribution and growth based upon both endogenous growth and a new approach to reform that is much more contingent on the economic environment endogenous policy theories was done by Perotti (1992). He applied an overlapping- generations model to describe economic structure where growth is the result of private investment in education and there is no capital market. He explained the political mechanism by an endogenous median voter process that reveals individual preferences toward distribution in the form of higher taxes. So, the lower the pretax income on the median voter relative to the average, the higher her or his preferred tax rate, and, consequently, her or his share of government expenditure in the GDP.

Using data from over 100 countries, Dollar and Kraay (2002) reject the trickle-down approach to poverty reduction. They find that the per capita income of the poorest quintile of the population grew one-for-one with the growth rate of the whole economy over the last four decades; leaving the income distribution unchanged. Some studies in Nigeria have argued to the contrary, that the poor has benefited more from these macroeconomic policies (Obadan, 1994; Faruquee, 1994; Canagarajah, et al., 1997). But Aigbokhan (2000) found that there was positive real growth throughout the period of his study, 1980 to 1997, yet poverty and inequality still worsened. However, other authors, Li and Zou, (1998), Barro, (2000) and Lundberg and Squire, (2003), have found that greater inequality may promote economic growth. The principal implications of their findings are that growth is good for poverty reduction, irrespective of the nature of economic growth, and that pro-poor growth policies are the best poverty reduction strategy.

Sami Bibi (2006) found that economic growth has led to a two-edge impact on poverty: increasing mean income of the poor and reducing income inequality; thus reducing both distributional-insensitive and distributional sensitive poverty indices when he used household surveys from Mexico and Tunisia. According to him, for policy makers concerned with poverty reduction, the aim should certainly be to sustain high growth, but with the poorest capturing a proportionately larger share of the increment to growth. It is obvious that any improvement in distribution achieved at the expense of growth would have adverse implications for poverty reduction. Thus, there is no need for governments to implement specific strategies to achieve the MDGs. They should instead maximise sustainable economic growth by promoting competitive markets and adopting rigorous monetary and fiscal policies.

Fosu(2008) study that explored the extent to which inequality influences the impact of growth on poverty reduction, based on a global sample of 1977–2004 unbalanced panel data for SSA and non-SSA countries. Several models are estimated with growths of the headcount, gap, and squared gap poverty ratios as respective dependent variables, and growths of the Gini and PPP-adjusted incomes as explanatory variables, the paper finds the

impact of GDP growth on poverty reduction as a decreasing function of initial inequality. The study additionally observes that higher rates of increases in inequality tend to exacerbate poverty, with the magnitude of this effect rising with initial income. The income–growth elasticity, moreover, tends to increase with mean income relative to the poverty line. The above estimated impacts are similar between the SSA and non-SSA samples with respect to direction, so that within either sample there are considerable disparities in terms of the responsiveness of poverty to changes in growth and inequality. This finding suggests that the marginal benefit in terms of poverty reduction in the SSA region would require larger reductions in inequality or accelerations in growth than elsewhere in the developing world.

Furthermore, the findings of the study suggest that the growth impact is likely to differ by country in SSA, depending primarily on the inequality attributes of countries. For example, the poverty-reduction efficacy of a given rate of growth acceleration in Ethiopia would be more than twice that in Namibia, thanks to the much higher level of inequality in the latter country. Similarly, the degree of responsiveness of Botswana‘s poverty rate is estimated to be only slightly higher than that in Namibia, which might explain the minimal rate of poverty reduction in Botswana, with the headcount poverty rate for instance falling by only 5 percentage points in a decade, despite the tremendous growth in that country. In contrast, in Ghana where the income–growth elasticity is about twice that of Namibia, the headcount poverty rate for example declined substantially, by about 10 percentage points within a decade, in spite of the relatively modest growth. Thus, understanding the inequality- generating characteristics of individual countries could help in designing most effective poverty-reducing strategies for this region of the world where the challenge seems so great.

Meanwhile, a number of studies find that inequality plays an important role in the income–growth–poverty relationship (e.g., Adams 2004; Kalwij and Verschoor 2007;

Ravallion 1997). Thus, meeting the poverty targets of the MDGs, for instance, may require special attention predicated on a better understanding of the poverty–growth–inequality relationship, particularly in SSA. Based on cross-country African data, Ali and Thorbecke (2000) find that poverty responds more to income distribution than to growth. More recent studies have focused on the role of initial inequality in the impact of growth on poverty. For example, Ravallion (1997) and Easterly (2000) estimate the income–growth elasticity of poverty as a decreasing function of inequality. Similarly, using the rather limited sample of 32 paired rural and urban sectors for 16 SSA countries employed in Ali and Thorbecke (2000), Fosu (2008) arrives at a similar conclusion about the inequality impact on the income elasticity of poverty. Adams (2004) also finds that a sub-sample of countries with a higher level of inequality exhibits a smaller growth elasticity of poverty, on the assumption of a lognormal distribution of income.

Bourguignon (2003) and Epaulard (2003) estimate equations that assume that the income–growth elasticity, for instance, depends on the ratio of the poverty line to mean income as well as on initial inequality. Based on similar specifications as in Bourguignon (2003), Kalwij and Verschoor (2007) reach similar conclusions as in Bourguignon (2003) and Epaulard (2003), and emphasize regional diversity in poverty responsiveness to growth and inequality.

Adams (2004) used a new data set of 126 intervals from 60 developing countries to analyze the growth elasticity of poverty and found that economic growth does indeed reduce poverty (as measured by the international standard of $1.00/person/ day), the actual extent of poverty reduction depends very much on how economic growth is defined. When economic growth is measured by changes in survey mean income (consumption), there is a strong, negative, statistical link between growth and poverty; however, when economic growth is measured by changes in GDP per capita, the statistical relationship between growth and poverty reduction is much weaker. However measured, economic growth reduces poverty in this study because growth has little impact on income inequality. Income distributions do not generally change much over time. Analysis of the 126 intervals included in the data set shows that income inequality rises on average less than 1.0% per year. Moreover, econometric analysis shows that economic growth—as measured by changes in the survey mean or GDP per capita— has no statistical effect on income distribution. Since income distributions are relatively stable over time, economic growth has the general effect of raising incomes for all members of society, including the poor. In many developing countries poverty, as measured by the $1 per person per day standard, tends to be ‗‗shallow‘‘ in the sense that many people are clustered right below (and above) the poverty line. Thus, even a modest rate of economic growth has the effect of lifting‘‘ people out of poverty. Poor people are capable of using economic growth—especially labor-intensive economic growth which provides more jobs— to ‗‗work‘‘ themselves out of poverty. As noted above, however, the number of poor people who are able to use economic growth to ‗‗work‘‘ themselves out of poverty depends very much on how economic growth is defined. Adams (2004) further noted that the growth elasticity of poverty is higher—not lower—when growth is defined using survey mean figures as opposed to those coming from national accounts (the source of GDP per capita data).

2.3.1 Empirical Model

For the purpose of this study, three different models of Wagner’s law are employed to test the validity of Wagner’s and Keynes’s hypotheses1. The period analyzed spans from 1970 to 2014. The three empirical models are the following:

GE=ƒ(GDP)
(1)

GE=ƒ(GDP/P)
(2)

GE/P=ƒ (GDP/P)
(3)

Where: GE=Total government expenditure (current + capital), GDP=Real gross domestic product2, GDP/P=Real per capita gross domestic product, GE/P=Per capita total government expenditure, P=Population.

Version (1) was originally employed by Peacock and Wiseman (1967), Musgrave (1969) and Goffman and Mahar (1971). This is the simplest of all the versions of Wagner’s hypothesis and has been widely used in many studies. Model (2) was used by Goffman (1968), which argues that as a nation experiences economic development and growth, an increase must occur in the activities of the public sector and that the ratio of increase, when converted into expenditure terms, would exceed the rate of increase in output per capita (Goffman, 1968). Version (3) was used by Gupta (1967) and Michas (1975) to investigate whether or not the elasticity of public spending per capita with respect to gross domestic product (GDP) per capita is above unity.

Verification of Wagner’s law and Keynes’s hypothesis is done by testing whether or not GE and GDP possess a long-run equilibrium relationship (cointegrated), and whether or not GDP Granger causes GE and vice versa. If these conditions are met, Wagner’s and Keynes’s hypotheses are verified. The examination of these economic relationships is based on annual time-series data for a period of 44 years (1970–2014), taken from the Central bank of Nigeria statistical bulletin (2009 and 2014), world development indicators and national population commission, 2006. All the variables are expressed in natural logarithms terms for testing purposes. All equations in this study have been specified in a general form as: ln(Xt)=a+b ln(Zt), where Xt represents real GE,

1 Verification of Wagner’s law and Keynes’s hypothesis is done by testing whether or not government expenditure and GDP possess a long-run equilibrium relationship (cointegrated), and whether or not GDP Granger causes government expenditure and vice versa.

2 Real GDP and national income terms are interchangeably used.

and Zt represents real GDP as defined above in three different versions. To verify the Keynesian hypothesis, the equation is specified with Z as a function of X, i.e., GDP as a function of GE.

There seems to exist a high degree of correlation of the variables in version one of the law. However, the visual correlation between variables lessens in versions two and three, when the share of GE is paired with real GDP per capita and when the share of real aggregate GE s is paired with real GDP per capita. A point worth mentioning is that in 1986 real GDP per capita reached a historical low-as is evident from the graphical representations in Figure 1-despite increase in GE which might be due to reduction in oil revenues and the introduction of the structural adjustment program designed to move the country from a mono-export dependent nation to other sources of export.

To complement the visual correlations of Figure 1, Table 1 reports pair-wise correlations for all variables utilized in this paper. Pair- wise correlations confirm that there is a high degree of correlation between GDP/P and GDP, GDP/P and GE (GE), GDP/P and GE/P and GE and GE/P. The result also indicates a weak correlation between GDP and GE, GDP and GE/P. The objective of this study is to probe deeper into these correlations to determine the validity of Wagner’s or Keynesian hypothesis with various specifications denoting the relationship between government and income.

CHAPTER THREE

METHODOLOGY

The methodology used in this research consists of three main steps: Unit root tests, cointegration analysis, vector-auto regression modeling and Granger causality tests.

3.1. Unit Root Tests

Testing for unit roots is the first step in time-series analysis as is the case of this study. It is required in order to verify whether the variables under analysis are stationary or non-stationary. If the variables are stationary, classical-econometric methods are sufficient to study equilibrium. But if they are found to be non- stationary in their levels, then one needs to apply cointegration tests (Islam, 2001), since otherwise the application of classical regression analysis would be invalid. When a variable contains a unit root, it is said to be non-stationary (Harris, 1995. p. 27) or integrated of order 1 (denoted by I [1]). This is the property that the variables must satisfy for cointegration analysis to be necessary. The researcher employed the Augmented Dickey and Fuller’s (ADF) (1979; 1981) test, and Phillips-Perron’s (PPs) (1988) for the unit root test. It is expected that the utilization of both tests will provide greater confidence in the determination of unit roots of the series analyzed in this work.

	Table 1: Correlation coefficient matrixes

	
	LnGDP/P
	LnGDP
	LnGE
	LnGE/P

	LnGDP/P
	1.0
	
	
	

	LnGDP
	0.66
	1.0
	
	

	LnGE
	−0.41
	0.18
	1.0
	

	LnGE/P
	−0.41
	0.18
	1.0
	1.0

	GE: Total government expenditure (current+capital), GDP: Real gross domestic product, GDP/P: Real per capita gross domestic product, GE/P: Real aggregate government expenditure


3.2.Cointegration Tests

Once the order of integration of the variables is verified, and all the variables under analysis are found to be I (1), cointegration analysis can be applied in order to test whether or not a long-run equilibrium relationship exists between the variables and, if so, to analyze their short-run dynamics. The existence of a long-run equilibrium relationship among economic variables is referred to in literature as cointegration (Chang, 2004). The economic interpretation of such a relationship is that although two variables may tend to wander overtime without returning to a constant mean, economic forces do not allow these series to wander apart permanently (Kolluri et al., 2000). The cointegration analysis applied in the present study is the Engle-Granger two-step procedure, which allows for the estimation and testing of one cointegrating relationship (Biswal et al., 1999).

3.3.Error-correction Modeling

The next step of the Engle-Granger procedure consists of estimating an error correction model (ECM) in order to analyze the short-run relationship between the variables or, as it is called, the dynamic model. If the variables are cointegrated, the residuals (εt) from the equilibrium regression can be used to estimate the ECM (Enders, 2004). An ECM combines long-run information with a short-run adjustment (error-correction) mechanism that enables us to see how the variables change from one period to the next in order to converge to their long-run equilibrium. The error-correction mechanism represents a systematic disequilibrium adjustment process through which z and y are prevented from drifting apart (Burney, 2002).

at verifying whether or not the lags of one variable enter into the equation for another variable (Enders, 2004) so as to affect directly and significantly its value. According to Engle and Granger, if two variables are I (1) and cointegrated, then either unidirectional or bi-directional causality must exist in the I (0) variables (Biswal et al., 1999).

CHAPTER FOUR

EMPIRICAL RESULTS AND DISCUSSION
The results of the unit root tests are presented in Table 2.

	Table 2: Result of ADF and PP unit root test

	Variables
	ADF test statistic value
	5% Mackinon critical value
	Order of integration
	Phillips person
	5% Mackinon critical value
	Order of integration

	LnGE
	−6.662068
	−2.931404
	I (1)
	−6.6621
	−2.931404
	I (0)

	LnGDP
	−5.646994
	−2.931404
	I (1)
	−5.737612
	−2.931404
	I (1)

	LnGDP/P
	−9.003442
	−2.935001
	I (1)
	−5.727539
	−2.931404
	I (1)

	LnGE/P
	−6.662068
	−2.931404
	I (1)
	−6.6621
	−2.931404
	I (1)

	ADF: Augmented Dickey and Fuller’s, PP: Phillips Perron
	
	
	
	


Table 2 reports the results of the stationarity tests at level as well as at first difference for all the variables. Included in these tests are a constant and trend terms. The optimal lag length of each case for ADF tests is chosen using the Akaike information criteria after testing for higher order serial correlation residuals. As shown in Table 1, after taking the first difference, each series appeared to have stationarity with the ADF test. However, the result of PP unit root test suggest that the variables are integrated of order one and this implies that the series understudy are stationary at first difference. With the exception of only LnGE which was stationary at level i.e., I (0). Virtually all the variables considered in our model reject the null hypothesis of non-stationarity (P < 0.05). The stationarity tests suggest the possibility of long run relationship between the variables.

Once a unit root has been confirmed for a data series, the question is whether there exists some long-run equilibrium relationship among variables. The existence of a long-run equilibrium relationship between economic variables is referred to as cointegration. 

	Table 3: Cointegration tests results

	Maximum Eigen value
	Trace statistics
	5% Critical value
	10% Critical value
	Hypothesised Number

	0.868849
	45.69487
	54.68150
	44.49359
	r=0*

	0.632999
	29.79707
	25.01689
	10.07624
	r≤1**

	0.539697
	4.62611
	15.49471
	2.705545
	r≤2*

	0.288122
	14.2646
	5.450132
	6.634897
	r≤**

	*Denotes rejection of the hypothesis at 5% significance level and **denotes rejection of the hypothesis at both 5% and 1% significance levels
	


The cointegration results, based all three formulations are reported in Table 3. The results were analyzed based on the Trace and the maximum Eigen-value statistic. In all three functional forms, the null hypotheses of no cointegration between GE and GDP, and GE and GDP/P, and GE/P and GDP/P are rejected at 5% and 10% levels of significance respectively. These results suggest that total GE and GDP, and total GE and real per capita GDP, and per capita GE and real per capita GDP are cointegrated or they possess long- run equilibrium relationships. On the basis of these findings, the researcher proceeds to test the direction of causation in the Wagner and Keynesian sense in the third step of the procedure.

	Table 4: Granger causality tests (based on error correction term)

	Causality

from→to
	Obs
	Lag length
	Error correction

term (coefficient)
	F-stattistics
	P
	Inference

	Version 1
	41
	1
	
	
	
	

	GE→GDP
	
	
	−9.12E-14
	0.98157
	0.384
	No causuality exist KH does not hold

	GDP→GE
	
	
	2.65E-12
	1.81525
	0.1766
	No causuality exist WH does not holf

	Version 2
	41
	1
	
	
	
	

	GE→GDP/P
	
	
	−9.12E-14
	1.52847
	0.2299
	No causuality exist KH does not hold

	GDP/P→GE
	
	
	−3.90E-12
	4.05826
	0.0253
	Causuality exist WH holds

	Version 3
	41
	1
	
	
	
	

	GE/P→GDP/P
	
	
	19.01952
	1.65429
	0.2056
	No causuality exist KH does not hold

	GDP/P→GE/P
	
	
	−3.90E-12
	6.08140
	0.0179
	Causuality exist WH holds

	
	
	
	No causuality exist KH does not hold causuality exist WH holds

	WH and KH stand for Wagner’s and Keynes’s hypotheses, respectively
	
	
	


From the Table 4, bi-directional causality does not hold for version one in the results. As can be observed above, version two and three, the direction of causality run from government national income (GDP/P) to GE which support Wagner’s proposition. The results show that growth in aggregate GE (administration, economic services, social and community services and transfers) is explained in terms of Wagner’s law.

The findings for versions two to three are consistent with several previous country-specific studies Vatter and Walker (1986), and Yousefi and Abizadeh (1992) for the United States, Ahsan et al. (1996) and Biswal et al. (1999) for Canada, Ansari, et al. (1997) for Ghana, Kenya and South Africa, Chletsos and Kollias (1997) for Aregbeyen (2006) for Nigeria. They run against the findings of Essien (1997), Babatunde (2011), Ighodaro and Oriakhi (2010). Ighodaro and Oriakhi (2010) and Akitoby et al. (2006) found no evidence of Wagner’s Law in Nigeria. However, it is believed that the results reported in this study are more reliable than previous ones due to the use of a larger data set and the utilization of more current and comprehensive statistical tools.

CHAPTER FIVE

CONCLUSION AND RECOMMENDATION

In an attempt to investigate the relationship between GE and national income in Nigeria, in order to verify whether or not Wagner’s law and/ or Keynes’s hypothesis hold for the case of Nigeria it was found that there exists a long-run equilibrium relationship between the variables and that unidirectional Granger causality, running from GDP to government-spending variables, could be established between them. Therefore, only Wagner’s hypothesis is found to be valid for Nigeria. The outcome of the result might be due to a general decline and inadequate GE on critical sectors of the Nigerian economy. The direction of government spending over the period studied might also be a factor for the non-existence of the Keynesian hypothesis as huge percentage of recurrent expenditures and embezzlement of budgeted funds has been a bane militating against economic growth in the economy. GE has been widely viewed as a tool to stimulate economic growth especially for developing economy.

The outcome of this and other related studies would inhibit the use of GE as a fiscal policy tool for economic stabilization by policy makers. It would also be judicious to realize that Wagner’s proposition implies that with economic growth comes a bigger role for government, not the other way around. Policies whose sole aim is to increase the role of government may in fact cause the opposite results, hence the need for caution and responsibility in determining where and how much government intervention is needed to complement other growth-generating policies.
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